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Process calculi like ACP, CCS, CSP and various flavours of the n-calculus are
popular specification formalisms for concurrent, distributed and possibly mo-
bile systems. The semantic theory of process calculi has been the subject
of extensive investigation for about twenty five years now, and several robust,
general principles and results applying to a variety of different formalisms have
been isolated in this field of concurrency theory. For instance, structural opera-
tional semantics has been successfully applied as a formal tool to establish re-
sults that hold for classes of process description languages. This has allowed
for the generalization of well-known results in the field of process algebra, and
for the development of a meta-theory for process calculi based on the realiza-
tion that many of the results in this field only depend upon general semantic
properties of language constructs. Another approach for the development of
a mathematical theory that can cover several key concepts in the theory of
process calculi is based on category theory. The main aim of this approach
is to develop a general mathematical framework within which one can study
notions of behavioural semantics for formalisms that, like process calculi, Petri
nets, bigraphs and graph grammars, have an underlying reduction-based op-
erational semantics. This issue of the Concurrency Column is devoted to a
paper by Pawel Sobocinski that presents the general agenda of this research
programme, puts it in the context of the classic study of behavioural seman-
tics for process calculi, and reports on some of his contributions to this line of
research. Enjoy it!

This column will be published soon after CONCUR 2004, the 15th Inter-
national Conference on Concurrency Theory, that was held in London in the
period 31 August—3 September 2004. This was the best attended CONCUR
conference to date, and its lively scientific programme witnessed the vitality of
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our research field. While waiting for a conference report to appear in a future
volume of the Bulletin, | encourage those of you who, like me, could not travel
to London for the whole week to check the programme of the main conference
and its satellite workshops at the URL http://www.doc.ic.ac.uk/concur2004/.

To have an idea of the difficult choices that the attendees of the pre-
conference workshops had to make, it suffices only to note that Rob van
Glabbeek, Chris Hankin, Andrew Pitts, Corrado Priami and Julian Rathke were
delivering invited talks concurrently in the morning session, and Rocco De
Nicola, Andrew Finney, Rob van Glabbeek, Roberto Gorrieri and Uwe Nest-
mann were speaking at the same time in the afternoon! Which talks would
you have chosen? As organizer of one of the workshops, | was left without a
choice, and maybe that was just as well.

PROCESS CONGRUENCES FROM REACTION RULES

Pawet Sobogiski
IT University, Copenhagen

Abstract

This article is an overview of the recent developments ofemtf orig-
inally introduced by Leifer and Milner: given a formalismtvia reduction
semantics, a canonical labelled transition system is éémn which bisim-
ilarity as well as other other equivalences are congruemeesided that the
contexts of the formalism form the arrows of a category whiek certain
colimits. We shall also attempt to provide a context for ehdevelopments
by offering a review of related work.

1 Introduction

We shall discuss an attempt to develop general mathemé&tidahology for the
study of the behavioural theory of computational formabswith underlying
reduction-based operational semantics. Such formalisgiade both syntactic
models, such as functional programming languages and ssaxdculi, as well
as graphical models such as Petri nets or bigraphs.

The basic technical idea is very simple and can be expreastgdoncisely
within a single paragraph: a formalism is equipped with &Ikl transition sys-
tem (Its) semantics where the labels on the transitions bahy particular state
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are the smallest contexts which, when instantiated withehma corresponding to

that state, can reduce. If the notion of “smallest” is wedhbved enough — in the
sense that it is defined via an appropriate universal prppétte resulting synthe-

sised Its is very well-behaved. For instance, many poptdardsed equivalences
are congruences.

We shall begin by discussing an extension of Leifer and Min#heory of
reactive systems to a 2-categorical setting. This devedopms motivated by the
common situation in which the contexts of a reactive systentain non-trivial
algebraic structure with an associated notion of contexhmphism. Forgetting
this structure often leads to problems and we shall showtheatheory can be
extended smoothly, retaining this useful information adl &g the congruence
theorems. The results reported appeared first in the wopkgaper[[68] and its
journal version|[[711]. Technically, the generalisationlinites defining the cen-
tral notion of groupoidal-relative-pushout (GRPO) (catecplly: a bipushout in
a pseudo-slice category), which turns out to provide a Blatgeneralisation of
Leifer and Milner’s relative pushout (RPO). The congruetitsorems are then
reproved in this more general setting. We shall also outiiow previously in-
troduced alternative solutions to the problem of forgettine two-dimensional
structure can be reduced to the 2-categorical approach.

Secondly, we shall discuss how GRPOs are constructed ingetihich are
general enough to allow the theory to be applied to usefdyipusly studied
examples. Indeed, GRPOs were first constructed in a categuyge arrows cor-
respond closely to the contexts of a simple process caleuthsCCS-style syn-
chronisation. This construction was extended to the cayegiobunch contexts,
studied previously by Leifer and Milner. The constructiarse the structure of
extensive categorie5|[9]. An account of these translat&msconstructions ap-
peared first the conference paperl[70] and shall appear ingbeming journal
version [/3]

Finally, we shall argue that cospans provide an interesioigpn of “gener-
alised contexts”. In anfeort to find a natural class of categories which allows
the construction of GRPOs in the corresponding cospandgoay, we shall con-
sider the class of adhesive categories. As extensive q&sdmve well-behaved
coproducts, so adhesive categories have well-behaveapisshlong monomor-
phisms. Adhesive categories also turn out to be a usefuindbk study and gen-
eralisation of the theory of double-pushout graph tramsédron systems, indeed,
such systems have a rich rewriting theory when defined ousgsade categories.
Adhesive categories were first introduced in the confergaper [44].

Armed with the theory of adhesive categories, we are ablertetcuct GRPOs
in input-linear cospan bicategories. As an immediate appbn, the construction
shed light on as well as extend the theory of rewriting viardeed contexts,
due to Ehrig and Konid [17]. Secondly, we shall examine thglications of the



construction for Milner’s bigraphs [34]. A detailed accowf the construction
first appeared in the technical repart![72].

All the original research mentioned in this article is presd in detail in the
author’s PhD dissertation [78].

2 Background

Our main source of inspiration shall be the field of procedsutas, which is
concerned with foundations of concurrent and mobile comapan. The field has
enjoyed wide popularity over the last 20 years, with sevanatessful depth-first
research programs. The usual approach has been to definatigetglsimple
(compared to industrial programming languages such as #ilg dr C) syntax-
based process languages, sometimes referred to as a patgEs®as or process
calculi. These calculi are designed so that they exhibitessbhmdamental aspect
of computation, and research is then devoted to the studiieotalculus’ be-
havioural theory, its “expressivity” and decidability &sps. The theory of such
calculi is often complicated, perhaps because of the var®sign decisions in-
volved in the design of a calculus. This fragmented pictuekes it dificult to
extract generalised principles which are robust, meatmatthey apply in several
different formalisms. As a result, the field has been describééiag in a state
of flux [48].

The approach taken up in the research program outlined sadtiicle is
breadth-first, in the sense that we are not directly inteckst such notions as
synchronisation or mobility of code. Rather, we focus onali@ping a mathemat-
ical theory that can, to some extent, cover several basicagia which have some
role to play in many process calculi. Such an approach camiti@sed for being
too artificial; we are, after all be concerned with “man-niatiéngs like process-
calculi, and not “natural” things such as concurrency or ititgbHowever, while
most of the benefits of the (future) full development of theaty discussed here
shall be reaped at the meta level (with process-calagsgnergperhaps benefit-
ing from the insight derived from a general treatment sé\aasic issues common
to many calculi) it could be argued that such a general agprozay help in iso-
lating robust common principles of important sub-conceiger the umbrella of
concurrency or mobility.

In this sense, the approach outlined in this article is eeléb the development
of a domain theory for concurrendy 162]59], which advoc#tesise of mathemat-
ics to guide the design of process calcull|60, 61], instefati@® more common,
reverse methodology of expending mudfoe on understanding particular ad-
hoc process languages with the use of mathematics. Siyiflaelideas presented
share the idea of finding an underlying formalism in which oae study some of



the issues which occur in existing process languages wilindvis work on action
calculi [52] and bigraphs_154], as well as with Gadducci andnit&nari’s work
on tile models[[26]. Diferently from the first two of these, we do not introduce
a monolithic model into which we find encodings of other folisras. The idea
is rather to build from bottom-up instead of top-down, i.&rswith basic struc-
tures and study their theory instead of starting with a péwenodel which is
capable of subsuming other formalisms via encodings. Bifddet, the approach
taken here is consistent with the mathematical traditiosiwiplifying complex
situations into a simple yet rich structure which is ameaablsystematic study.
The original material outlined within this article is intded as a contribution
in the field of concurrency theory. Since much of it relies @img the language
and technology of category theory, parts of it may be comsedi® be in the field
of applied category theory. At all times care is taken to stsedardand well-
studied concepts: 2-categoriesi[40], bicategories [hlbnits [7/9139] and exten-
sive categories [9]. Indeed, by finding the right mathenastructures to model
concurrent (and other) computational phenomena one camvekenderstood
and elegant tools to solve problems, instead of develogegialised and ad-hoc
mathematics from scratch. The only novel categorical cptscgiscussed are the
classes ohdhesiveandquasiadhesiveategories[44]; we shall argue that they are
both natural from a mathematical point of view and usefuld@amputer science.

3 Reaction semantics

By a reactiol semantics we mean an unlabelled transition system, usyegr-
ated by closing a small set afaction rulesunderreactive(evaluation) contexts.
An agentsp reactsinto an agent] when there has been an interaction (specific
to the calculus) insid@ which, after its application, results in the agentThe
actual technical mechanism of performing a reaction carebe as an instance of
term rewriting; at least in examples where terms are syictaod not quotiented
by exotic structural congruences.

The basic setup involving contexts (which organise thewesehs a category,
with substitution as composition), rules and reactive ewtst corresponds to a
mathematical structure: Leifer and Milner’s notionrefctive systerfdd]. A re-
active system consists of an underlying categonwith a chosen object 0 and a
collectionD of arrows ofC called reactive contexis The arrows with domain O

IMany authors use the term ‘reduction’ instead of ‘reactiaie shall use ‘reaction’ because
the word ‘reduction’ is related to the concept of terminatiand termination is usually not an
interesting notion in concurrency theory.

2There are some additional constraints on the set of reamiviexts which we do not specify
here.



are usually called terms or agents, other arrows are canteatmposition of ar-
rows is understood as substitution. Thus, for exampleaaer0 — X composed
with a contextc : X — Yyieldsaternca: 0— Y.

The reaction rules are of the forthr), wherel : 0 — C is the redex and
r : 0 — Cis the reactum. Notice that the rules gmeundin that they are terms
and do not take parameters. One generatesetion relation—> by closing
the reaction rules under all reactive contexts; we have> q if, for somed € D,
we havep = dl andq = dr. The advantage of a theory at least partly based in the
language of category theory is that the constructions aoadfpiare performed on
an abstract level, meaning that they are portable acrosgye & models.

In many cases, modern presentations of well-known proadsslchave their
semantics formalised in terms of an underlying rewritingteyn. This includes
the more recent incarnations of CCS [51E;‘>3]1e Pi-calculus(]55, 53, @]and
the Ambient Calculus [J.] These calculi are all syntax based, but have non-
trivial structural congruences associated with the synfeaking the terms and
contexts up to structural congruence clearly results irtttngevhere substitution
is associative. Moreover, they all have specialised netaireactive contexts; in
CCS for instance, any context which has its hole under a pdeksnot preserve
reaction and thus, in our terminologynetreactive. Thus, all of these calculi can
be seen as instances of reactive systems.

4 Process equivalence

There have been various attempts at defining process eguooes starting with
the reaction semantics. The notion of process equivalenagefundamental im-
portance, both theoretically and for practical reasonstiteorists, a natural con-
textual process equivalence is a starting point in the dgweént of bisimulation-
based proof techniques, logical characterisations, modetking of restricted
classes and so forth. More practically, process equivalemay be used, for in-
stance, to check that a program adheres to its specificatssuming an a priori
encoding of both the program and the specification into aeésmalism.

The idea of generating a process equivalence using coater@soning goes
back to the definitions of Morris-style process equivalenaethe simply typed
and the untyped variants of the lambda calculus [3], as veetther functional
formalisms. In the field of process calculus and procesdadgsuch equivalences
are sometimes callegstingequivalences [29].

3fundamental notion: synchronisation on names.

“fundamental notion: name passing, with the associatedmofi scope extrusion. Early ex-
ploratory work in this field was done by Engberg and Niel$éij.[2

Sfundamental notion: spatial mobility of process code.



We shall now discuss some of developments in the quest ohfingieneral
techniques for generating equivalences from reactiorsrwleich are relatively
robust in that they are not specialised to a single procdsslaa. The first is the
notion of barbed congruencby Milner and Sangiorgil[56]. In that article, the
authors first studyeduction bisimulatiorwhich involves comparing the internal
evolutions of processes. The equivalence this gives isa@ayse, and in order to
obtain something sensible, one has to close contextuallgr{e of two possible
ways, as we shall discuss later). Milner and Sangiorgi d®ithiCCS, obtaining
reduction congruenceThe resulting process equivalence is coarser than beimil
ity on the standard labelled transition system semantidghie correspondence is
close. The reason for the mismatch is, essentially, thahgraence built up from
reactions does not distinguish certain processes withit@finternal behaviour.
To fix the congruence, Milner and Sangiorgi proposed addmeyxdra ad-hoc no-
tion of observable based on the underlying syntax of CCSs €kira notion of
observable is known astarb. Their work has proven very influential and can be
repeated for other calculi[10,84,)11] 28], with the notidbarb chosen ad-hoc in
each calculus, using calculus-specific intuition.

An important study which develops a process equivalencedpsrely on
reactions is by Honda and Yoshida [31] who, based on innstivom theA-
calculus, build equational theories directly from rewsitequiring no a priori
specification of observables. They achieve this by usingagoh and contex-
tual closure as well as the equatingion$ensitiveterms. These are terms which
can never interact with their environment or, in other woi#s never contribute
to a reaction with a context. This elegant characterisaifanuseful equivalence
which is robust across many formalisms and relies only orutigerlying reac-
tion semantics is close in spirit to the aims of the theorsented in this article.
The full investigation of the relationship between the tWedries is an important
direction for future work.

As we've hinted earlier, starting with reduction bisimitgy one can obtain a
sensible congruence in at least two ways which give, in geéndifferent results.
First, Honda and Yoshida [31] advocate obtaining a congreday considering
the largest congruence contained in bisimilarity whichls®a bisimulation (or,
equivalently, postulating congruence in the definition ddisimulation relation
and then considering the resulting bisimilarity). Simyamn earlier work by
Montanari and Sassonie |58] obtains a congruence from khésit_r;ﬂ by consid-
ering the largest congruent bisimulation, there catlgdamic bisimilarity Al-
ternatively, Milner and Sangiorgi’s barbed congruenceeifineéd as follows: two
processe$ andq are barbed congruent if, given any contextc[p] and c[(]
are barbed bisimilar. This yields the largest congruencgaioed in bisimilarity.

5More precisely, weak bisimilarity on the Its semantics of$CC



The first approach gives, in general, a finer congruence. i fliscause any rela-
tion which is both a congruence and a barbed bisimulatiofesrly included in
barbed congruence. On the other hand, the reverse direstiat true in general
as barbed congruence may not be a barbed bisimulation.

Fournet and Gonthier [24] have confirmed that the barbedrcemge in the
style of Milner and Sangiorgi coincides with the barbed coegce in the style
of Honda and Yoshida (usually called reduction equivalgicéhe setting of the
Pi-calculus. In other process calculi, the situation is leear.

Equivalences which are based on an underlying reductidersyand are gen-
erated contextually have both advantages and disadvantageir chief advan-
tage is their naturality, in the sense that it is often re&yi easy to justify their
correctness and appropriateness as notions of equivalehaisadvantage of
barbed congruence in particular, is that the barbs, or ghbkss, are a usually of
a rather ad-hoc syntactic nature, specific to each calcAlmsmportant common
problem of contextually defined equivalences is that it temfvery dificult to
prove directly that two process terms are equivalent. Thi& m@mplication fol-
lows from the quantification over all contexts, usually afimibe number. Thus, in
order to prove equivalence directly, one has to construatafpased on structural
induction; this, when possible, is usually a tedious andrapiicated procedure.

We should note that contextually based equivalences basestaction rules
naturally come irstrongandweakvariants. A strong equivalence allows one to
distinguish processes which vary only in how they reactrivally, while weak
equivalences aim to abstract away from internal reactidthoigh weak equiv-
alences are more suitable as a notion of observational &guise, we shall con-
centrate our theoretical development on strong equivaentVe shall return to
the topic of weak equivalences later in the article.

5 Labelled transition systems

An elegant solution to the problem of universal quantif@atver the usually in-
finite set of contexts is to endow a process calculus with gmaggpiate labelled
transition system (Its) semantics. Before we explain whaheant by ‘appropri-
ate’ in this setting, we shall recall some of the basic thdmlyind Its semantics.
Labelled transition systems have been a very popular tablearetical computer
science, not least because of their origins in classicalnaata theory. Indeed,
some process calculi, including the earlier variants ofvie# known CCSI[51],
have their semantica priori formalised in terms of an Its; the use of reduction
based semantics and structural congruence only beconshipfable after Berry
and Boudol’s influential work ]7] on the chemical abstracicinae.

A labelled transition system consist of a set of st&eand a set of labelled



transitionsT. A transition has a domain state, a codomain state and aftaipel
some, usually fixed, s& of “actions”. Technically, the set of transitions is usu-
ally considered to be a subset of the cartesian pro8ucd x S which brings with

it the usual restriction of there being at most one transitiith labela between
any two states. Although the intuition may vary between iapgibns, it is often
the case that a transition with laksefrom statesto states' means thas can par-
ticipate in an interaction which the symbmlepresents, and by doing so, evolve
into s'. Although our use of the term “interaction” is intentioryatheant to be
vague, when there is an underlying reduction semanticsauahteraction could
be represented by a reaction.

Labelled transition system semantics facilitate a largalver of equivalences
which vary depending on how much branching structure isrtake considera-
tion. Thus, one of the coarsest (relates most) is the traamarger and associated
equivalence because no branching is taken into consideraRark’s notion of
bisimilarity [63], adapted for labelled transition systems by Milner][54 at the
other end of the spectrurn [83], meaning that it examinesrald¢hing structure
and is the finest (relates least) of such equivalences. Basity is often denoted

The notion of bisimilarity has stimulated much researchelee it is canon-
ical from a number of perspectives. Firstly, it has a elelgasimple coinductive
definition, meaning that in order to prove that two statesrofta are bisimilar,
it is enough to construct a bisimulation which contains the®econdly, it has
an elegant game-theoretic characterisation in terms oddhealled bisimulation
game. Thirdly, there is an elegant and simple logical chiaresation in terms
of the well-known Hennessy-Milner logi¢ [B0]. Finally, tteeare two, so far
largely unrelated general approaches to bisimilarity. fitst is usually known
as the coalgebraic approach, where a bisimulation is somstilefined as a spans
of coalgebra morphisms for some functbri[67]. This is a veegegal approach
which recovers the notion of ordinary bisimulation for atgardar endofunctor on
the category of sets, name}{Ax X) whereA s the set of labels of the Its amlis
the power set. In order for the final coalgebra to exXisil[190AE needs to consider
the finite power seP; functor, which corresponds to the technical assumption of
requiring the Its to bdinitely branching Observational equivalence, when final
coalgebras exist, is sometimes taken to mean equality uhdemique mapping
to the final coalgebra. Span bisimilarity and observati@wplivalence via the
map to the final coalgebra yield the same equivalence und&it@ssumptions
on the underlying endofunctor. The second general apprabisimulation is
the open map approach [35], where a bisimulation is takenspsia of so called
open maps in a category of transition systems and simukati@Qpen maps are
taken with respect to an ad-hoc underlying subcategory ehaepaps, which led
to the study of presheaf categories where such path catsgame canonical via



the Yoneda embedding. This approach has lead to researble aforementioned
domain theory for concurrency.

While all of the above form an impressive body of theory ornbikarity, they
all start df with the following assumption: a predefined set of actidnever
which the labelled transition systems are built in someallgwnspecified way.
Indeed, even the fact that the states of the Its correspotitetéerms of some
formalism is usually abstracted away.

A work in the general area of combining Its semantics with soration of
syntax is the seminal paper by Turi and Plotkin![81] which bamas the coal-
gebraic approach with structural operational semaritds(gnd in particular the
GSOS [[8] format) in a comprehensive theory knownbésgebraic semantics
Similar ideas have been pursued by Corradini, Heckel andtdhami [13], who
used a coalgebraic framework to define labelled transitystesns on algebras.

The area of bialgebraic semantics is an exciting field withadng research
into extending the basic theory with the generation of nemem[23| 22] and
equivalences other than bisimilarity [42]41]. Such depgients yield insights
into labelled transition systems and isolate SOS formatshvbuarantee con-
gruence properties in such settings. However, even in déafgc semantics, the
labels of the Its are assumed to come from some fixed ad-haaf séiservable
behaviours which one is meant to provide a priori for eactirgget

6 Ltsfor reactive systems

We shall now consider the question of what constitutes amogpiate labelled
transition system for a formalism with an underlying reagtsemantics and some
standard contextually-defined equivalence. Firstly,nbilsirity on such an Its
should be at leastoundwith respect to the standard contextually-defined equiva-
lence, meaning that to prove that two terms are contextaegliyvalent it is enough
to show that they are bisimilar. In some cases, bisimilasitglsocomplete(or
fully-abstract) with respect to the contextually-definggigalence, meaning that
the two notions of process equivalence — bisimilarity andtextually-defined
equivalence — actually coincide, and one can always, ircjpli@, find a bisimula-
tion for any two contextually equivalent processes.

Thus the chief advantage of such a suitable Its is that, ierai@ prove the
equivalence of two processes, one can use the power of atiadand construct
a bisimulation which includes the two processes. This tasisually more attrac-
tive and easier then the messy structural inductions imgbin proving contextual
equivalence defined using quantification over an infiniteebntexts.

There has been much research concerned with finding sultdi#éied tran-
sition system semantics forfterent reaction-based formalisms. Unfortunately,



from a theoretical point of view, the labels of such a sentant if it exists —
may seem ad-hoc; they need to be tailored and locally openirfier each process
language under consideration. Indeed, the task of idemgjfs “natural” Its for
a particular calculus is often far from obvious, even whansgmantics is well
understood. On the contrary, labelled transition systerasoéten intensional:
they aim at describing observable behaviours in a compaositiway and, there-
fore, their labels may not be immediately justifiable in gtemal terms. For
example there are two alternative labelled transitionesystemantics for the Pi-
calculus [55], the early and the late version, each givingfi@nt bisimulation
equivalence.

An additional benefit of full abstraction and a property ohsilerable impor-
tance in its own right isompositionalityof Its bisimilarity (and of other useful Its
preorders and equivalences). A relation is compositianabther words acon-
gruence if whenever we haveRuthen we have[t]Rdu] for any contexic[—] of
the underlying language. It can be argued that congruerm@ldhe a required
property of any reasonable notion of observational eqenag — if we prove that
aandb are indistinguishable then they certainly should behaue/atently in any
given environment.

Compositionality and coinduction work together: composiality allows one
to use modular reasoning to simplify coinductive proofsided, compositional-
ity is highly desirable because it usually makes equivaegmroofs considerably
simpler. In particular, it allows the familiar methods oadional reasoning, such
as substituting “equals for equals”, sound. As an examplesider two nontrivial
systems, each of which can be expressed as a parallel cdropagitwo smaller
systems, in symbolp = q || randp’ = ¢ || r’. To show thatp ~ p’, using
compositionality it is enough to show that- g andr ~ r’.

It is a serious problem, then, that given an Its designedcadidr a particular
calculus, bisimilarity is not automatically a congruen€gen when iis a congru-
ence, proving that it is can be a venfftiult and technical task. For example, the
well-known Howe’s method [32] is a technique for provingtthta bisimilarity
is a congruence for certain languages with higher-ordeufes. In the field of
process calculus, such proofs usually involve finding aectamnection between
the labels of an Its and the syntactic contexts of the casculu

Interestingly, from a historical perspective, labellednsition systems as a
way of formalising semantics of process calculi actuallyavgsedeforereaction
semantics. In particular, the original presentation [SMNloner's CCS formalised
the semantics with a labelled transition system presenithdS0 S-style rules. An
early paper by Larseih [45] identified the importance of caegce results for Its
based process equivalences. Starting with an Its, Lar$educed the notion of
a context (itself an Its) which is capable of consuming thteas of a state in the
Its. By adding constructors (action prefix and nondeterstimichoice) to the set



of contexts, he proved a congruence theorem for bisimylartis early work can
be seen as related to CCS-like calculi, since Larsen’s emvients can be other-
wise understood as ordinary CCS contexts (with input-asthanged to output-
actions and vice-versa) — with the consumption of Its labglthe context being
handled by CCS interaction. Even in the basic setting of GCfulickly became
apparent that the labelled transition systems is not tred tdehnology with which
to define notions of observational equivalence. For ingaweak bisimilarity in
CCS isnot a congruence. Because, as we have demonstrated, compal#iyio
is a very useful property, Montanari and Sassaonél[57, 58idened the largest
congruent bisimulation contained in weak bisimilaritytéhatively, weak obser-
vational congruencé [51] considers the largest congrueoctined in bisimilar-
ity (the difference is similar to the fierence between Milner and Sangiorgi’s and
Honda and Yoshida’s approaches). These approaches becasunfe time ac-
cepted techniques for obtaining satisfactory notions seolational equivalence
in calculi. The advent of reaction semantics and congruenbgained from re-
actions have since arguably replaced these approachearamtcal’” methods of
obtaining an observational equivalence.

7 Weak equivalences

Another yardstick to measure the appropriateness of anita formalism with
reactions is how the Its simulates internal reduction witerms. For example, in
CCS and many other calculi, there are “silent” transitidregitionally labelledr.
Suchr transitions usually correspond closely to the underlyeegtion semantics.

Havingt labels as part of an Its allows one to define a notionedkbisimula-
tion and the resulting equivalenceeakbisimilarity. Roughly, weak bisimilarity
does not distinguish processes whicketi only in internal behaviour as repre-
sented by the-labelled transitions. Such equivalences are considerbd thore
useful from a practical point of view since it can be argueat #ny reasonable
notion of observational equivalence should not take iratielbehaviour into con-
sideration.

There are a number inequivalent walysl [82] to define precisbbt is meant
to be a weak equivalence and the appropriateness to anguartapplication
depends on the ad-hoc design of the particular Its. The igebs involved are
usually not specialised to bisimilarity and thus one maylgaefine a notion of
weak trace equivalence or a weak failures equivalence. ©pealar definition
pioneered by Milner[51] is allow a (non)labela to be matched by a “weald,
which means a (possibly empty) sequence lafbels followed bya and followed
again by a (possibly empty) sequendé ©s. A 7 label is normally allowed to
be matched by any (possibly empty) stringmsf As mentioned before, weak
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Figure 1: Redex square.

bisimilarity in CCS is not a congruence.

Weak equivalences have traditionally beeffidult to handle in general cat-
egorical settings. Indeed, there is still no general apgrdmsed on coalgebras,
although there has recently been an attemgt [50] to devabphieory in this di-
rection. The theory has been developed to a more satisyaetezl in the field
of open maps’[21], yet the general approach advocated theegguably, quite
technical. Surprisingly, the theory of weak bisimulati@ess to be quite easily
and elegantly handled in the theory of reactive systems,Jsegsen’s upcoming
PhD thesis([33].

8 Deriving bisimulation congruences

We have discussed attempts by Milner and Sangiardi [56] anéidnda and
Yoshida [31] to identify general techniques at arriving atasonable notion of
process congruence through contextual means. We haveiatsssed some of
the problems inherent in contextual definitions and disedigse solution to the
difficulties involved in quantifying over an infinite set of coxt® finding asuit-
ablelabelled transition system. A third development, whichledsn a direct line
to the the theory described in this article, is by Sewell [Bdwell’'s idea is tale-
rive a labelled transition system directly from the reaction aetics so that useful
Its based equivalences, including bisimilarity, are awboally congruences.

Sewell's approach involved a new way of obtaining a labeltedsition: the
labels of transitions from a particular term should be th&exts which allow the
term to react (that is, a rewrite of the term inside the canséould be possible
in the underlying rewriting semantics). Moreover, the lalshould be, in some
sense, themallestsuch contexts. The notion of smallest was elegantly expdess
in categorical terms by Leifer and Milner [48].

Leifer and Milner’s characterisation of the notion of sreatl context utilises
the fact that contexts can be organised in a category as fpanteactive system.
First, the notion that a terra can be instantiated in a contektand react can
be summed up by giving a commutatiketexsquare, as illustrated in Figue 1,
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Figure 2: Redex square in a 2-category.

whered is somereactivecontext and is the redex or a reaction rule.

Using Leifer and Milner’s characterisation, the contéxs the smallest such
context when the diagram is aem pushouflPO). Categorically, it means that it
is a pushout in the slice category ovgr Starting with an arbitrary redex square,
one obtains an IPO by constructingedative pushou{RPO), which amounts to
constructing a pushout in the relevant slice category.

The advantages of such a definition is that we have the umaiMersperties of
such contexts at our disposal. Indeed, Leifer and Milhel ptdwed that a la-
belled transition system with labels being precisely th&exts which come from
IPOs is very well behaved. In particular, bisimilarity is@ngruence. In his PhD
dissertation, Leifer[[47] complemented this result by simgathat trace equiv-
alence and failures equivalence are also congruences. elextéimples treated
by Sewell, Leifer and Milner, bisimilarity on the labellethhsition semantics
obtained using this approach have corresponded closehetexpected process
equivalences.

9 A 2-categorical approach

When applied naively, Leifer and Milner’s theory has prowesadequate in reac-
tive systems where contexts have non-trivial algebraiecsiire. In some cases,
IPOs do not give the expected labels in thellts [71], whiletirees, they do not ex-
ist [70]. The troublesome contexts often exhibit non-aiautomorphisms, which
naturally form a part of a 2-dimensional structure on theaulythg categoryC.

It is important to notice that such situations are the noather than the excep-
tion. Context isomorphisms arise naturally already in $engpocess calculi with
a parallel composition operator, where terms are congildgpeto structural con-
gruence which ensures that parallel composition is astheeiand commutative.
In more accessible terms, whereas Leifer and Milner congidiegories where
the objects are “holes” and arrows are contexts, we shaliden2-categories
where the intuition for the objects and arrows is the same@akdifer and Mil-
ner, but there is additional structure, the 2-cells. Thegssted intuition that the



2-cells is a term isomorphism, in a loose sense, a “derinato“proof” of struc-
tural congruence. To give a redex square in this setting, miot enough to say
thata in the context off equalsa redexl in a reactive contextl, one needs to
provide an explicit isomorphisma, as illustrated in FigurEl 2. It turns out that this
2-dimensional structure is crucial and solves many of tledlems involved in
Leifer and Milner’s original theory. The idea of using 24eads part of the theory
of reactive systems was independently proposed by Sewall [7

The suitable generalisations of IPO and RPO to this 2-dimeas setting,
dubbed GIPO and GRPO, were introduced.ir [69, 71]. The astsutcategorical
notion is no longer a pushout in a slice category but rathapashout [39], 79]
in a pseudo-slice category. It turns out, however, thatetlgagra complications
do not detract from the good behaviour of the resulting lisinilarity as well as
trace and failures equivalences are congruences.

Leifer and Milner, aware of the problems which arise as a equence of
discarding the 2-dimensional structure, have also intteduechnology in order
to deal with these issues. The main developments have edraeound Leifer’s
theory offunctorial reactive systemand Milner's Sprecategoried34]. These
solutions have a similar flavour: decorate the contexts bgadled “support sets
which identify elements of the contexts so as to keep tracthem under ar-
row composition. This eliminates any confusion about whactomorphism to
choose since diagrams can now be commutative in only one Ufprtunately,
such supported structures no longer form categories — aroomposition is par-
tial — which has thefect of making the theory laborious and based in part on set
theoretical reasoning and principles.

A translation which maps reactive systems on precategtwiesactive sys-
tems on 2-categories in a way which ensures that the Its getkusing the 2-
categorical approach is the same as the Its generated tsitgchnology functo-
rial reactive systems or S-precategories was present&d jii3]. The translation
derives a notion of isomorphism, specific to the particularcgure in hand, from
the precategory’s support information. Such isomorphisarsstitute the 2-cells
of the derived 2-category. It can be argued that this yiefda@proach mathe-
matically more elegant and considerably simpler than pegcaies. Moreover,
while subsuming the previous theories, it appears that ibet@gorical theory is
more general: there is no obvious way of reversing the tadiosi and obtaining
an S-precategory from a general 2-category.

There have been several applications of the theory of o0&t to computer
science, see for examplée [6] 7518027, 12]. The 2-dimemasgiructure has been
typically used to model a small-step reduction relatiory, isathe simply-typed
lambda calculus. As in our examples, the objects of the @graies are types and
the arrows are terms. However, for us the 2-dimensionattstre consists of iso-



morphisms between terms, in other words, structural cargre, and the rewrite
relation is external to the 2-category. Indeed, there isn@dmental problem in
modelling the rewrite relation as 2-cells in our examplegg allow non-reactive
contexts (as, say, prefix in CCS or lambda abstraction irethelambda calculus)
as arrows in the category. This is because the axioms ofefygaés ensure that
all arrows preserve reaction through horizontal compmsivith identity 2-cells;
otherwise known as “whiskering”. In symbols,af: f = g: X — Yis a 2-cell
then for anyh : Y — Z we have thaha : hf = hg: X — Zis a 2-cell.

10 Adhesive categories

One approach which aids in understanding constructiondractsres such as
bigraphs at a general level is: find a natural class of categevhich includes
many diferent notions of graphical structures used in computenseiand at the
same time has enough structure which allows us to derivelusedperties. This
leads us to the the classes of adhesive and quasiadhesgemcas|[44].

As is the case with the well-known class of extensivel[4tBfdategories, ad-
hesive categories have a simple axiomatic definition asasgedin elegant “equiv-
alence” of categories definition. Indeed, the idea behisdittvelopment of adhe-
sive categories was to find a class of categories in whichquuslalong monomor-
phisms are “well-behaved” — meaning they satisfy some optbeerties of such
pushouts in the category of sets and functi®s— in much the same way as
coproducts are “well-behaved” in extensive categoriemil8ily, quasiadhesive
categories have well-behaved pushouts alegglar monos.

Adhesive categories include as examples many of the gral@tractures used
in computer science. This includes ordinary directed gsapped graphs$[2] and
hypergraphs[]16], amongst others. The structure of adéesitegory allows us
to derive useful properties. For instance, the union of twmodjects is calculated
as the pushout over their intersection, which corresporelswith the intuition
of pushout as generalised union.

We shall defer the discussion of how adhesive categoriggditihe aforemen-
tioned 2-categorical theory of process congruences inetihext section. Here we
shall discuss an immediate application of adhesive categjoone can develop a
rich generaltheory of double-pushout (dpo) rewriting [19] within adivescate-
gories. Dpographrewriting was first introduced in order to formalise a way of
performing rewriting on graphs. It has been widely studiad the field can be
considered relatively mature [66,14] 18].

In dpo rewriting, a rewrite rule is given as a sgar— K — R. Roughly, the
intuition is thatL forms the left-hand side of the rewrite rulg forms the right-
hand side and&, common to both. andR, is the sub-structure to be unchanged
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Figure 3: Double pushout.

as the rule is applied. To apply the rule to a structDy@ne first needs to find a
matchL — C of L within C. The rule is then applied by constructing the missing
parts €, D and arrows), as illustrated in Figure 3, in a way which ensthiat the
two squares are pushout diagrams. Once such a diagram isuzied we may
deduce tha€C —— D, that is,C rewrites toD.

Dpo rewriting is formulated in categorical terms and is #fere portable to
structures other than directed graphs. Indeed, there lesaredeveral attempis |16,
15] to isolate classes of categories in which one can peréiporewriting and in
which one can develop the rewriting theory to a satisfactewgl. In particular,
several axioms were put forward in_[16] in order to prove aldchurch-Rosser
theorem for such general rewrite systems. Additional asianere needed to
prove a general version of the so-called concurrency tine{4&].

Using adhesive categories, one may defidhesive grammanghich are dpo
rewrite systems on adhesive categories. The rewriting'yhefosuch grammars
is satisfactory; indeed, one may prove the local ChurchsBotheorem and the
concurrency theorem in the general setting without the feedxtra axioms. It
can thus be argued that adhesive categories provide a hgéumaral setting for
dpo rewriting. For further details, the reader is referi@{#t].

11 Cospans

Several constructions of RPOs have been proposed in thatlite for particular
categories of models. For example, Leifer|[47] constru®B®s in a category of
action graphs, while Jensen and Milner did so in the precaysgf bigraphsi[54].
A construction of (G)RPOs in a general setting has so far b@esing.

A general construction, provided that it covers severfiedent models and
the techniques used are robust, is quite useful. The reésotiss include:

e it provides a general intuition of how to construct GRPOs ammditerent
settings, without having to provide model-specific corsimns and proofs;

e it allows the relating of dferent models as subcases of a more general set-

ting;
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e it allows one to vary the model within the specified constsaand retain
the construction.

We have discussed the modelling of the contexts of a formagis arrows in
an arbitrary category. An interesting question thus ayisdgt is a reasonable,
general and elegant notion of context which nonethelessnuas structure than
an arrow of an arbitrary category? Secondly, given a caye@othow can one
canonically treat thebjectsas contexts, so that they form therows of another
category? A concrete form of the second question could beat wvgha graph
context? We argue that the notion of cospan is suitable.rGigects; andl, of
some categorZ, a cospan fronh; to I, is simply a diagram irC, as illustrated in
Figure[4, whereC is an object ofC and the arrows are arbitrary. We shall refer to
t:1; - Cando: I, —» C as, respectively, thmput andoutput interfaceof the
cospan. Note that, as it stands, the notion of cospan is symerend the same
diagram forms a cospan frota to I, with o forming the input interface andthe
output interface.

The rough intuition is tha€ corresponds to a “black box” computational en-
vironment, with some of its parts available throuigho its subcomponents, or
variables; and others available publicly throughwhich can be used to embé&d
in a larger system.

Given two cospand; — C <= I, andl, — D < |5, one can cCompose
them to obtain a cospan from to I3 by constructing the pushout, as illustrated
in Figure[®, and letting the input interface pe and the output mterface (15258

Such composition has an identities, the identity cospah @l —> I <— l1.
Cospans irC actually organise themselves as arrows of another category

more accurately, thbicategory CospaifC). This bicategory has the same ob-

jects asC but the arrows from; to I, are cospans and the 2-cells are cospan
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Figure 6: Example of a contextual system.

isomorphisms - isomorphisnfs: C — C’ of C which preserve input and output
interfaces, thatig: = andfo=0'.

A bicategory [5] can be described roughly as a 2-categoryrevtiee horizon-
tal composition is associative and has identities up to@amdsphic 2-cell. Com-
position of cospans is not associative on the nose becaumsposition uses the
pushout construction which is defined up to isomorphism. 8$sociativity and
identity isomorphisms are required to satisfy the so-datleherence conditions
(including the famous Mac Lane pentagon for associatiég]). It turns out that
the canonical isomorphisms obtained using the universgigaty of pushouts do
satisfy these conditions.

As an example of these concepts, consider the simple modatdiee vend-
ing machine, illustrated by the leftmost diagram of Figlkel6has an output
interface consisting of two nodes, $ a@d which one can think of as a money
slot and the cfiee out-tray. These are the parts of th&ee machine accessible
to the environment, the internal components, represent& are invisible. The
middle diagram represents affae drinker. He expects to see a money slot and a
coffee out-tray, which are his input interfaces. As the outptigriace of the cof-
fee machine and the input interface of théfee drinker match, one may compose
them and obtain the system pictured in the rightmost diagr@he input inter-
face of the vending machine and the output interface of tlkeealrinker have
been omitted.)

12 Construction of GRPOs

We shall now discuss a result which ties together the threduish we have dis-
cussed so far. It is the central contributionlofl[78] and aped first in the tech-
nical report[[72]: the construction of GRPOs in input-lineaspan bicategories
over adhesive categories. By an input linear cospan, we measpan as in Fig-
ure[4 but where the input interfaces mono. Observe that this breaks the symme-
try of cospans: to give an input-linear cospan frnto I, is not the same thing as



to give an input-linear cospan frofpto I,. WhenC is an adhesive category, the
composition of two input-linear cospans@hgives an input-linear cospans: they
form the bicategory ILCT).

Although technical in nature, the linearity condition dbe@se an intuitive ac-
count. As alluded in the d¢tee drinker example, one can consider a cospan as
a “black box,” with an input interface and an output integfad he environment
cannot see the internals of the system and only interactsitiirough the out-
put interface. The fact that the output interface need ndinear means that the
system is free to connect the output interface arbitraaligg internal representa-
tion. For example, the d¢tee machine could have two extra buttons in its output
interface; the “café latte” button and the “cappuccino’tbaot The machine inter-
nals could connect both these buttons to the same interggétrfor cdtee with
milk; the point is that the system controls its output irked and is able to equate
parts of it. On the other hand, the system cannot control vghaltigged into one
of its holes. Thus, an assumption of input-linearity is etisdly saying that the
system does not have the right to assume that two compor@miag in through
the input interface are equal.

The construction arose from aff@t to understand the structure of GRPOs in
categories of contexts where the contexts have graphicaitste. Incidentally, it
is the non-trivial algebraic structure of such contexts thakes it essential to con-
sider 2-dimensional structure in of such categories; ibisamough to deal with
the “abstract” versions (where the contexts are quotiebyedomorphism) and
consider RPOs. The construction is the first constructioBRPOs for general
class of models.

We shall conclude with a discussion of two of the immediatpliaptions
of the construction. Firstly, using an insight of Gadduaed a&Heckel [25] we
notice that dpo graph rewriting systems can be seen asrtegtariting systems
on cospan categories over the category of directed graghsi@momorphisms
Graph, and thus can be seen as reactive systems. &naph is an adhesive
category, we are able to derive labelled transition systema general class of
dpo graph rewriting systems.

One of the advantages of this technology is that it facégat transfer of con-
cepts between the theories and technologies of procedsralged graph rewrit-
ing. Indeed, it becomes possible to think of graph rewrigygtems as certain
calculi, with cospans of graphs providing a notion of cohtdrterestingly, the
construction of labelled transition systems captures atehels the borrowed con-
text approach of Ehrig and Konig |17] who also derive laltlansition systems
for double-pushout graph rewriting systems. Indeed, ibbees possible to see
their work as part of the framework of reactive systems andPG®& The transfer
of technology is in both directions, using Ehrig and Koénigrgracterisation of
labels, we are able to provide a pleasantly simple chaiaatem of GIPOs in our



setting.

Our second application shall consider Milner’s bigraphi$ [Bigraphs were
introduced by Milner in his conference presentation [54d #ater in the com-
prehensive technical report by Jensen and Milher [34]. Tdiay at modelling
systems with two orthogonal modes of connectivity. The fiistle is a physical
link structure, which may for instance correspond to a ptglsiesting of systems
similar to the nesting of process terms in the ambient catc{l0], or Alastair
living next door to Beatrice. The second mode of connegtiigta logical link
structure, which may correspond to processes knowing serefe to a resource
of an another process, as, for example a process in the®ikgal5%] knowing a
free name of another process, or Alastair knowing Beatriegiail address. The
two sorts of connectivity are orthogonal in the sense thathysical separation
of processes should not have dfeet on the ability to maintain logical links. Bi-
graphs are algebraic structures with an underlying caseenWe shall see how the
category of bigraphs can be otherwise defined as a certgracdscategory over
an adhesive category (which, incidentally, gives an autmmmtion of bigraph
homomorphism

Considering input-linear cospans allows us to construdPGR allowing the
derivation of well-behaved Its for reactive systems ov@uirlinear bigraphs. It
turns out that there is a mismatch with Milner’s theory of RHGr bigraphs. In-
deed, requiring input-linearity corresponds to takingféedent notion of bigraph
then the one treated by Milner; it turns out that the categdryigraphs in Mil-
ner’s sense is actually isomorphic to a certain bicategboutputlinear cospans
over an adhesive category. As a consequence, it shall restitey to investigate
whether a general construction of GRPOs can be given foubditgear cospans.

Cospans as well as spans have been used in computer sciéoiee Bes pre-
viously mentioned, Gadducci and Heckell[25] have used aosfmashed light on
connections between dpo graph rewriting and standardtieg/theory. In an ef-
fort to study a general notion of “partial map”, Robinson &wakolini investigated
a particular class of span bicategories(inl [65]. Spans hkeeleen studied by
Katis, Sabadini and Walters [37,138] in afiet to generalise ordinary automata
theory in a modular way. Moreover, using the technology atéd monoidal
categories(|36], they were able to include a “feedback” apen. Thus, as our
cospans can be thought of as generalised contexts, theis spa be thought of
as generalised automata. It is unclear at this stage whaection can be made
between the two theories.
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