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Abstract
Network theory uses the string diagrammatic language of monoidal
categories to study graphical structures formally, eschewing spe-
cialised translations into intermediate formalisms. Recently, there
has been a concerted research focus on developing a network theo-
retic approach to signal flow graphs, which are classical structures
in control theory, signal processing and a cornerstone in the study
of feedback. In this approach, signal flow graphs are given a rela-
tional denotational semantics in terms of formal power series.

Thus far, the operational behaviour of such signal flow graphs
has only been discussed at an intuitive level. In this paper we equip
them with a structural operational semantics. As is typically the
case, the purely operational picture is too concrete – two graphs
that are denotationally equal may exhibit different operational be-
haviour. We classify the ways in which this can occur and show
that any graph can be realised – rewritten, using the graphical the-
ory, into an executable form where the operational behavior and the
denotation coincides.

Categories and Subject Descriptors D.3.1 [Formal Definitions
and Theory]: Semantics; F.3.2 [Semantics of Programming Lan-
guages]: Algebraic approaches to semantics

Keywords Signal Flow Graphs, String Diagrams, PROPs, Struc-
tural Operational Semantics, Full Abstraction

1. Introduction
Signal flow graphs (SFGs) are foundational structures in control
theory and signal processing studied since at least the 1950s [23].
They can be constructed from small set of basic components (dis-
played below) and feedbacks.

k x (1)

Signals, which take values over a field k, flow from left to right.
The leftmost component duplicates the signal, the second sums the
two signals arriving on the left and the third multiplies the signal by
a scalar k ∈ k. The rightmost one is a delay: when a sequence of
signals k0, k1, k2, . . . arrives on the left, it outputs the sequence
0, k0, k1 . . . It can thus be thought as a synchronous one place
buffer initialised with 0.
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A simple mathematical meaning can be given to those SFGs
where feedbacks pass through (at least) one delay component. It is
well known (see e.g. [21]) that SFGs with this restriction, one input
and one ouput port denote so-called rational linear functions. In
traditional approaches, however, SFGs are not treated as interesting
mathematical structures per se: formal analyses typically mean the
introduction of latent variables and translations into systems of
linear equations— although, more recently, they have also attracted
the use of coalgebraic tools [4, 26]. This paper, instead, follows the
series of recent works [3, 5, 7, 14, 31] where SFGs are understood
as structures known as string diagrams and studied as mathematical
objects of interest in their own right—this approach is known as
network theory [2]. The majority of the attention so far has been
focused on what we call the denotational semantics: differently
from the classical approach, string diagrams, in general, give rise to
linear relations rather than functions. The string diagrams that are
considered are not restricted by any side conditions on feedbacks,
being all those diagrams generated from the basic components (1),
together with their duals:

k

x (2)

Intuitively, in (2) the signal flows from right to left. This means that
diagrams constructed using both components in (1) and (2) have no
univocal flow direction and require a relational model.

Network theory brings fundamentally new ingredients to the
field of signal flow graphs. First, the relational semantics is a
compositional account of their behavior that enjoys a sound and
complete axiomatisation independently discovered in [5, 7] and
[3]. Second, the axiomatisation has uncovered a rich underlying
mathematical playground – featuring two Hopf algebras and two
Frobenius algebras – which also reveals connections with quantum
phenomena [3, 6, 31]. Third, it has resulted in a subtle re-evaluation
of causality as a central ingredient of SFGs. In 1953 Mason [23]
wrote: “flow graphs differ from electrical network graphs in that
their branches are directed. In accounting for branch directions it
is necessary to take an entirely different line of approach from that
adopted in electrical network topology.” Instead, our results suggest
that direction of signal flow is not a primitive notion: this argument
has been made informally already in [3, 5] but is rigorously shown
at the end of this paper (Section 6). Similar ideas are prominent in
the behavioural approach in control theory [30].

In this paper, we introduce operational semantics to the net-
work theoretic accounts of signal flow graphs: we show that string
diagrams can be thought of as terms of a process calculus and ex-
ecuted as state machines. For this reason we shall call our string
diagrams circuit diagrams or simply circuits. Reconciling the op-
erational perspective with the established denotational model turns
out to be quite subtle. Indeed, the denotational semantics is in a
sense too abstract: finite computations that reach deadlocks are ig-
nored. Such deadlocks can arise for instance when components of
(1) are composed with the those of (2) and, intuitively, the signal



flows from the left and right toward the middle. For an example,
consider the circuit below on the left.

x x xx

(3)

In a first step, the signals arriving from left and right are stored in
the two buffers. Then, the stored values are compared in the middle
of the circuit: if they do not agree then the computation gets stuck.
The circuit on the right features another problem, which we call
initialisation. Intuitively, the flow goes from the middle toward left
and right. All its computations are forced to start by emitting on
the left and on the right the value 0 which is initially stored in the
two buffers. The two circuits are denotationally equivalent, but their
operational behaviour can be obviously distinguished: the leftmost
does not have initialisation and the rightmost cannot deadlock.

Deadlock and initialisation are dual problems at the heart of the
mismatch of operational and denotational semantics. We show that
circuits in cospan form, namely circuits built from components in
(1) followed by those in (2) (like the leftmost circuit in (3)), are free
from initialisation. Instead, circuits in span form, i.e., those built
from components in (2) followed by (1) (like the rightmost in (3))
are free from deadlock. This is interesting because the equational
theory developed in [3, 5] asserts that any circuit is equivalent to
both one in cospan and one in span form. This duality of deadlock
and initialisation helps us in proving a full abstraction result: for
those circuits that are free from both deadlock and initialisation,
the operational and the denotational semantics agree.

Our second main theorem is a realisability result: for any de-
noted behaviour there exists some circuit that properly, without
deadlocks or initialisation, realises it. The key for the proof is the
fact that any circuit in [3, 5] is equivalent (according to the deno-
tational semantics) to a signal flow graph up to some “rewiring”.
This result allow us to impose a syntactic restriction to our circuits
to guarantee deadlock and initialisation freedom. By virtue of the
full abstraction results we can thus safely use the axiomatization
of [3, 5] to reason about the operational behaviour of these circuits.

Summarising, the main results of this paper are:

• a structural operational semantics for the network-theoretic ac-
count of SFGs;
• a full abstraction theorem relating the operational and the deno-

tational semantics previously introduced in [3, 5];
• a realisability theorem: every behaviour can be implemented by

a circuit without deadlock and initialisation;
• a formal explanation of the fact that direction of flow is a

derivative notion.

Related work. String diagrams originally came to the fore in the
study of monoidal categories because they clear away swathes of
cumbersome coherence bureaucracy, thereby dramatically simpli-
fying algebraic arguments: in particular, they are useful for charac-
terising free monoidal categories [16, 18, 27].

In this paper we work with particular symmetric monoidal cat-
egories, called PROPs [19, 22] (PROduct-and-Permutation cate-
gories). PROPs are a useful setting for the study of string diagrams
and especially monoidal theories—Lack’s theory of composing
PROPs [19] was used to derive the axiomatisation in [5, 7]. PROPs
have also recently been used by computer scientists: Lafont’s study
of boolean circuits [20], Bruni, Montanari, Plotkin, and Terreni [8]
have used them to give an alternative presentation of Milner’s bi-
graphs while Fiore and Campos [13] presented a theory of directed
acyclic graphs. Our operational semantics is related to Katis, Saba-
dini and Walters’ [17] Span(Graph) algebra of transition systems
and the algebra of connectors of Bruni, Lanese and Montanari [9].
String diagrams are increasingly used by computer scientists: for

instance we mention Pavlovic’s monoidal computer [24, 25] where
they are employed to study classical notions of computability and
computational complexity.

The interplay of Hopf algebras and Frobenius algebras, at the
core of the axiomatisation of the denotational semantics, appeared
first in the work of Coecke, Duncan and Kissinger [11, 12] on
the ZX-calculus, used in the study of quantum circuits. Similar
algebraic interactions emerged in the study of Petri nets [28] and
in string-diagrammatic theories of asynchronous circuits [15].

Structure. In §2 we introduce the operational semantics. In §3
we recall the denotational semantics from [3, 5] and we prove full
abstraction in §4. In §5 we prove the realisability theorem and in §6
we consider a directed syntax in order to capture classical SFGs.

Notational conventions. C[a, b] is the set of arrows from a to b in
a small category C. Composition of f : a→ b, g : b→ c is written
f ; g : a→ c. When C is monoidal, ⊕ is the monoidal product.

2. The Signal Flow Calculus: Syntax and
Operational Semantics

Here we give the syntax and the structural operational semantics
of a simple process calculus, to which we shall refer to as the
Signal Flow Calculus. Fix an arbitrary field k. The syntax, given
below, does not feature binding nor primitives for recursion, while
k ranges over k.

c :: = | | k | x | | | (4)

| | k | x | | | (5)

| | | c⊕ c | c ; c (6)

A sort is a pair (n, m), with n,m ∈ N. We shall consider only
terms that are sortable, according to the rules of Fig. 1. A simple
inductive argument confirms uniqueness of sorting: if c : (n, m)
and c : (n′, m′) then n = n′ and m = m′. We will refer
to sortable terms as circuits since, intuitively, a term c : (n, m)
represents a circuit with n ports on the left and m ports on the
right. The wires carry elements of a field k.

The operational semantics is a transition system with states
augmented circuits where each delay component ( x and x)
is assigned some value k ∈ k. Thus states are obtained by replacing
the delays in the syntax specification with registers x k and

x k for each k ∈ k. As for circuits, we only consider sortable
states, which are defined by adding

x k : (1, 1) and x k : (1, 1).

to the rules in Fig. 1.
Structural inference rules for operational semantics are given in

Fig. 2 where we use strings of length n to represents vectors in
kn. So, the empty string stands for

( )
, the only vector of k0, and

v = k1 . . . kn for the column vector

(
k1

.

.

.
kn

)
in kn.

If state s : (n, m) is the source of a transition v−→
w
t then t is

also a state with sort (n, m) and v and w are strings representing
vectors of kn and km, respectively. Intuitively, s v−→

w
tmeans that s

can become t whenever the signals on the n ports on the left agree
with v and the signals on the m ports on the right agree with w.
Each circuit c then yields a transition system with a chosen initial
state s0 of c, obtained by replacing the delays x and x in c

with registers x 0 and x 0 containing 0.
To establish a preliminary intuition, we can consider circuits

built up of the components in (4) as taking signals from the left



: (1, 2) : (1, 0) k : (1, 1) x : (1, 1) : (2, 1) : (0, 1)

: (2, 1) : (0, 1) k : (1, 1)

x

: (1, 1) : (1, 2) : (1, 0)

: (0, 0) : (1, 1) : (2, 2)

c : (n, z) d : (z,m)

c ; d : (n,m)

c : (n,m) d : (r, z)

c⊕d : (n+r,m+z)

Figure 1. Sort inference rules.

k−−→
k k

k−→ k
l−−→
kl

k x l k−→
l

x k k l−−→
k+l

−→
0

k k−−→
k

−→
k

k
kl−−→
l

k

x l l−→
k

x k k+l−−−→
k l

0−→

k−→
k

k l−−→
l k

s
u−→
v
s′ t

v−→
w
t′

s ; t
u−→
w
s′ ; t′

s
u1−−→
v1

s′ t
u2−−→
v2

t′

s⊕ t u1 u2−−−−→
v1 v2

s′ ⊕ t′

Figure 2. Structural rules for operational semantics, with k, l ranging over k and u, v, w vectors of elements of k of the appropriate size.

boundary to the right: thus is a copier, duplicating the signal

arriving on the left; accepts any signal on the left and discards

it, producing nothing on the right; is an adder that takes

two signals on the left and emits their sum on the right, and

constantly emits the signal 0 on the right; k is an amplifier,

multiplying the signal on the left by the scalar k ∈ k. Finally, x
is a delay, a synchronous one place buffer initialised with 0.

The terms of row (5) are those of row (4) “reflected about the
y-axis”. Their behaviour is symmetric—indeed, here it is helpful to
think of signals flowing from right to left.

In row (6), is a twist, swapping two signals, is the

empty circuit and is the identity wire: the signals on the left
and on the right ports are equal. Terms can be combined by two
binary operators: sequential ; and parallel ⊕ composition.

In the syntax specification we purposefully used a graphical
rendering of the components. Indeed, we will seldom write terms
in the traditional way and instead represent them as 2-dimensional
diagrams. We adopt the following common convention:

c ; c′ is drawn c c0...
...

... c⊕ c′ is drawn
c

c0 ...

...
...

...

.

A computation of a circuit c, is a (possibly infinite) path
s0

v0−−→
w0

s1
v1−−→
w1

. . . in the transition system of c, starting from
its initial state s0. When c has sort (n, m), each vi and wi consist
of strings over k, say ki1 . . . kin and li1 . . . lim, respectively. The
trace of a computation s0

v0−−→
w0

s1
v1−−→
w1

. . . is then a pair of vec-

tors

(
α1

.

.

.
αn

)
,

(
β1

.

.

.
βm

)
where αj = k0jk1j . . . and βj = l0j l1j . . . .

Occasionally we will use the notation (−→α ,
−→
β ) for such a pair and,

to make the notation lighter, we will write αj = k0k1 . . . and
βj = l0l1 . . . . Moreover, with αj(i) and βj(i) we will denote the
i-th elements of αj and βj .

Note that in a computation of length z, all αj , βj have length
z, while for an infinite computation all αj , βj are infinite. In the
former case, we say that a trace is finite, in the latter that it is

infinite. We use ft(c) to denote the set of all finite traces of c and
it(c) for the set of all infinite ones.

Example 1. Consider the two circuits below.

-1 x
x

The first is a graphical representation of the term

c1 = ( ; (( -1 ; x)⊕ )) ;

the second of the term

c2 = (( ; )⊕ ) ; ( ⊕ ( ; ))

; ((( ⊕ x )⊕ ) ; (( ; )⊕ ))

Note that, according to our intuition, in the leftmost circuit the
signal flows from right to left, while the rightmost, the signal flows
from left to right – indeed, the terms ; and ;

serve as “bent identity wires” which allow us to form a feedback
loop. Let c1[k] and c2[k] represent the states of c1 and c2, with
k denoting the value at the register. The rules of Fig. 2 yield the
computation

ci[0]
1−→
1
ci[1]

0−→
1
ci[1]

0−→
1
ci[1] · · ·

for i ∈ 0, 1, which yields the trace (1000 . . . ), (1111 . . . ). In
fact, as we shall show via a sound and complete axiomatisation,
despite of the signal intuitively flowing in different directions, the
two circuits have the same observable behaviour.

A slightly more involved example is given below.

x
2

x -1

We leave the reader to write down a term that is represented by
the diagram above: call it c3 and let c3[k1, k2] represent the state
where the two registers, reading from from left to right, have values
k1 and k2. Then, the operational semantics allows us to derive the



following computation

c3[0, 0]
1−→
1
c3[1, 2]

0−→
2
c3[2, 3]

0−→
3
c3[3, 4]

0−→
4
· · ·

that yields the trace (1000 . . . , 1234 . . . ).

Circuits Diagrams. In the first two diagrams of Example 1 we
used dotted lines to ease the passage from each diagram to the
corresponding syntactic term. Indeed, it is clear that syntax carries
more information than the diagrammatic notation (e.g. associativ-
ity). From the point of view of operational behaviour, however, this
extra information is irrelevant and is conveniently discarded by the
graphical notation: we will never again blemish our diagrams with
dotted lines.

Remark 1. Checking that this “forgetting” is sound amounts to
verifying that for any circuits c1, c2, c3, c4, the following circuits
(when sortable) yield isomorphic transition systems:

• (c1 ; c2) ; c3 and c1 ; (c2 ; c3),
• ; c1, c1 and c1 ; ,
• (c1 ⊕ c2)⊕ c3 and c1 ⊕ (c2 ⊕ c3),
• ⊕ c1, c1 and c1 ⊕ ,
• (c1 ; c3)⊕ (c2 ; c4) and (c1 ⊕ c2) ; (c3 ⊕ c4).

Of course, the reader will notice a close connection with the
axioms of monoidal categories — we make explicit use of this fact
below. In fact we will use symmetric monoidal categories (SMCs)
of a specific kind, namely PROPs [19, 22]: a PROP (product and
permutation category) is a strict SMC with objects the natural
numbers, where ⊕ on objects is by addition. Morphisms between
PROPs are strict symmetric monoidal functors that act as identity
on objects: PROPs and their morphisms form the category PROP.

Definition 1. The PROP Circ of circuit diagrams is defined as:

• arrows n → m are circuit terms of sort (n, m) quotiented by
the axioms of symmetric monoidal categories (see e.g. [27]).
Composition ; and monoidal product ⊕ of circuits are given
by the syntax operations in (6).
• The identities are id0 := and idn+1 := idn ⊕ . The

symmetries σn,m : n+m→ m+n are defined in the obvious
way starting from σ1,1 := . For instance, σ2,3 is (up-to
the axioms of SMCs) the circuit below.

Observe that all the axioms of SMCs are sound (à la Remark 1)
with respect to the operational semantics given in Figure 2: for
two state terms c and d representing the same state diagram, the
corresponding transition systems are isomorphic. This means that
there is not any problem in reasoning up to the axioms of SMCs.
For this reason, in the rest of the paper we shall refer to circuits
diagrams and state diagrams just as circuits and states, purposefully
blurring the line between diagrams and traditional syntax.

We identify two sub-PROPs of Circ: C−→irc has as arrows only
those circuits in Circ that are built from the components of (4) and
(6) and C←−irc only those circuits built from the components of (5)
and (6). The notation emphasises that for circuits in C−→irc , signal
flow is from left to right, and in C←−irc from right to left. Formally,
observe that C←−irc is the opposite category of C−→irc : any circuit of
C←−irc can be seen as one of C−→irc reflected about the y-axis. We also
remark that Circ is the coproduct in PROP of C−→irc and C←−irc .

Beyond C−→irc and C←−irc , we can identify another class of cir-
cuits of Circ which adhere to the classical notion of signal flow
graph (see e.g. [23]). In these circuits, the signal flows from left

to right, like in C−→irc , but with the possibility of having feedback
loops, provided that these pass through at least one delay. For-
mally, this amounts to defining, for each n and m, an assign-
ment Tr(·) : Circ[n + 1,m + 1] → Circ[n,m] mapping a circuit
c : n+ 1→ m+ 1 into the n-to-m circuit below:

n mxc
In the picture above and in the sequel, we use the shorthand notation

z for a circuit of the form idz . The intuition is that Tr(·)
equips the circuit c with a feedback loop carrying the signal from
its topmost right to its topmost left port.

Signal flow graphs form a PROP SF, which is the sub-PROP of
Circ inductively defined as follows:

• if c ∈ C−→irc [n,m], then c ∈ SF[n,m]

• if c ∈ SF[n+ 1,m+ 1], then Tr(c) ∈ SF[n,m]

• if c1 ∈ SF[n, z] and c2 ∈ SF[z,m], then c1;c2 ∈ SF[n,m]

• if c1 ∈ SF[n,m] and c2 ∈ SF[r, z], then c1 ⊕ c2 ∈ SF[n +
r,m+ z].

For instance, the second and third circuit of Example 1 are in SF,
whereas the first one is in C←−irc .

Remark 2. The rules of Figure 2 describe the step-by-step evolu-
tion of state machines without relying on a fixed flow orientation.
This operational semantics is not meant to be executable for all cir-
cuits: the rule for sequential composition implicitly quantifies exis-
tentially on the middle value v, resulting in potentially unbounded
non-determinism. However, for circuits where flow directionality
can be assigned, like the class SF above, existential quantification
becomes deterministic subject to a choice of inputs to the circuit at
each step of evaluation. We will see in Section 6 that any circuit
can be transformed into this form, where the valid transformations
are those allowed by the equational theory, presented below.

3. Denotational Semantics
Here we define the denotational domain of interpretation for cir-
cuits; all the results in this section are proven in or immediately
follow from [5, 7]. We begin by recalling some background.

A formal Laurent series (fls) is a function σ : Z → k for which
there exists i ∈ Z such that σ(j) = 0 for all j < i. The degree
of σ is the smallest d ∈ Z such that σ(d) 6= 0. We write σ
as . . . , σ(−1), σ(0), σ(1), . . . with position 0 underlined, or as
formal sum

∑∞
i=d σ(i)xi. With the latter notation, we define the

sum and product of σ =
∑∞
i=d σ(i)xi and τ =

∑∞
i=e τ(i)xi as

σ + τ =

∞∑
i=min(d,e)

(
σ(i) + τ(i)

)
xi (7)

σ · τ =
∞∑

i=d+e

( ∑
k+j=i

σ(j) · τ(k)
)
xi (8)

The units for + and · are . . . 0, 0, 0 . . . and . . . 0, 1, 0 . . . . Fls form
a field k((x)), where the inverse σ−1 of fls σ with degree d is:

σ−1(i) =


0 if i < −d
σ(d)−1 if i = −d∑n
i=1

(
σ(d+i)·σ−1(−d+n−i)

)
−σ(d) if i=−d+n for n>0

(9)

A formal power series (fps) is a fls with degree d ≥ 0. By (7) and 8
fps are closed under + and ·, but not under inverse: it is immediate



from (9) that σ−1 is a fps iff σ has degree d = 0. Therefore fps
form a ring which we denote by k[[x]].

Other algebras of interest are the ring k[x] of polynomials and
its field of fractions k(x). A polynomial k0 +k1x+ · · ·+knxn can
also be regarded as the fps

∑∞
i=0 kix

i with ki = 0 for all i > n.
Instead, in order to express fractions we need the full generality
of fls: there is a unique field morphism mapping k ∈ k(x) into
the fls . . . 0, k, 0 . . . and the indeterminate x into . . . 0, 0, 1, 0 . . . .
This morphism will map, in particular, the fraction 1

x
into the fls

. . . 0, 1, 0, 0, 0 . . . .
In Section 4.1, we will use polynomials to encode finite se-

quences, and fps for streams. In this perspective, fls can be thought
of as sequences with an infinite future, but a “finite past”. Note
that, differently from polynomials, fractions can express infinite se-
quences. For instance, 1

(1−x)2 denotes (along the field morphism
introduced above) the fls . . . , 0, 0, 1, 2, 3, . . .

Definition 2. Let Relk((x)) be the following PROP:

• arrows n→ m are subsets of k((x))n × k((x))m.
• composition is relational: givenG = {(u, v) |u ∈ k((x))n, v ∈

k((x))z} andH = {(v, w) | v ∈ k((x))z, w ∈ k((x))m}, their
composition is {(u,w) | ∃v.(u, v) ∈ G ∧ (v, w) ∈ H}.

• G⊕H = {
((

u
u′

)
,

(
v
v′

))
| (u, v) ∈ G, (u′, v′) ∈ H}.

• The symmetries n → n are induced by bijections of finite
sets: ρ :n → n is associated with the subset {(v, w) | v, w ∈
k((x))n, vi = wρi}.

Relk((x)) serves as the domain for the denotational semantics.

Definition 3. The PROP morphism [[·]] : Circ→ Relk((x)) is induc-
tively defined on circuits as follows. For the components in (4)

7−→ {(σ,
(
σ
σ

)
) | σ ∈ k((x))}

7−→ {(σ,
( )

) | σ ∈ k((x))}

7−→ {(
(
σ
τ

)
, σ + τ) | σ, τ ∈ k((x))}

7−→ {(
( )

, 0)}

k 7−→ {(σ, σ · k) | σ ∈ k((x))}

x 7−→ {(σ, σ · x) | σ ∈ k((x))}

where 0, k and x denote fls. The semantics of components in (5) is
symmetric, e.g. is mapped to {(

( )
, σ) | σ ∈ k((x))}. For (6)

7−→ {(
( )

,
( )

)}

7−→ {(σ, σ) | σ ∈ k((x))}

7−→ {(
(
σ
τ

)
,

(
τ
σ

)
) | σ, τ ∈ k((x))}

c1 ⊕ c2 7−→ [[c1]]⊕ [[c2]] c1 ; c2 7−→ [[c1]] ; [[c2]]

Remark 3. It is easy to verify that for any circuit c ∈ Circ[n,m],
[[c]] forms a subspace of k((x))n×k((x))m, considered as a vector
space over k((x)). See [5] for more details.

Example 2. Consider the circuit x x . We have that

[[ x x

]] = [[ x ]] ; [[ x]]

= {(σ, σ · x) | σ ∈ k((x))} ; {(σ · x, σ) | σ ∈ k((x))}
= {(σ, σ) | σ ∈ k((x))}

which is equal to [[ ]]. Note that any fls . . . σ(−1), σ(0), σ(1) . . .

on the left of x is related to . . . σ(−1), σ(0), σ(1) . . . on its
right and this is in turn related to . . . σ(−1), σ(0), σ(1) . . . on the

right of x. The circuit x is thus the inverse of x : while

x delays σ, x accelerates it.

Similarly, consider a circuit k k . Its semantics is the com-

posite of [[ k ]] (pairing σ with σ ·k) and [[ k ]] (pairing k ·σ with
σ): if k 6= 0, we can see it as first multiplying and then dividing σ
by k. Thus for k 6= 0 k k and have the same denotation.

3.1 Equational Theory
The equivalence induced by the denotational semantics is axioma-
tized in Figures 3, 4 and 5. There, p, p1, p2 range over k[x] and q
over k[x] \ {0}. Given a polynomial p = k0 + k1x+ k2x

2 + · · ·+
knx

n, p and p are notation for the circuit on the left and on
the right respectively:

. . . . . .

x
xx

x . . .x

k0

k1

k2

kn x

. . . . . .

. . .

k0

k1

k2

kn

x
xx

xxx

Observe that components k , x and k , x become spe-

cific cases of p , p respectively. Instead the notation

indicates both the circuits -1 and -1 : indeed, they are provably
equal from the other axioms (for instance, using (I5) and (A5)).

Let IH
= be the smallest congruence on circuits generated by these

axioms and IH the PROP obtained by quotienting Circ by IH
=.

Theorem 1. Let c, d be circuits in Circ. Then [[c]] = [[d]] iff c IH
= d.

The equational theory of IH equips circuits with a very rich
algebraic structure, that can be presented in a modular way:

• Figure 3 describe the interaction of components in (4). (A1)-
(A3) and (A6)-(A8) impose a commutative monoid and a co-
commutative comonoid structure on the components ,

and , respectively. Together they form a bial-
gebra, by laws (A9)-(A12). Instead, (A4), (A5), (A17), (A18)
describe the behavior of derived components of shape p ,
saying in particular that they are compatible with the bialge-
bra structure. Finally, note that the bialgebra is in fact an Hopf
algebra, with antipode the circuit -1 .

It is convenient to fix this “module” of IH as a sub-PROP, which
we call HA because of the Hopf algebra structure. It can be
equivalently defined as the PROP having as arrows the circuits
of C−→irc quotiented by the equations in Figure 3.
• The algebraic structure described above is dualised for compo-

nents in (5), in the sense that the axioms (An)∗ in Figure 4 are
exactly those (An) of Figure 3 reflected about the y-axis. This
means that , satisfy the equations of commutative

comonoids, , the ones of commutative monoids, and

together they form an Hopf Algebra with antipode -1 . The
corresponding sub-PROP is HAop , that is, the opposite category
of HA: for a circuit c ∈ HA[n,m], we draw the corresponding
one in HAop [m,n] as c reflected about the y-axis. Equivalently,
HAop can be defined as the PROP having as arrows the circuits
of C←−irc quotiented by the equations in Figure 4.



A1
= A2

= A3
= 1

A4
=

A6
= A7

= A8
= p1 p2

A5
= p1p2

A9
=

A10
= A11

=
A12
=

p2

p1 A17
= +p1 p2

p
A13
= p

p
p

A14
= p

p p A15
= p A16

= 0
A18
=

Figure 3. Interaction of components in (4)

A1∗
= A2∗
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= 1
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=
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=
A8∗
= p1 p2
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=
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=

p2
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p
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p
p
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Figure 4. Interaction of components in (6)
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I11
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I12
=

Figure 5. Interaction of components in (4) with the ones in (6)

• Finally, equations in Figure 5 describe the interaction of com-
ponents in (4) with components in (5). This motivates the name
IH for the theory of Interacting Hopf algebras. The axioms of
interaction describe a separable Frobenius algebra [10] for both
the white and the black family of components.

The subtheories HA and HAop actually have an interesting life
of their own: they characterise circuits with simple functional be-
haviors, in the following sense. Let Mat k[x] be the PROP where
arrows n to m are m × n-matrices over k[x], composition ; is

matrix multiplication, A ⊕ B is the matrix
(
A 0
0 B

)
and the sym-

metries are the rearrangements of the rows of the identity matrix.
Then HA is a presentation of Mat k[x], that is, they are isomorphic
as PROPs [5, 7]. Dually, HAop is isomorphic to Mat k[x]op .

The circuits of HA and HAop are not the only ones exhibit-
ing a functional behavior. As shown in [5], by quotienting the
PROP of signal flow graphs SF by the axioms of IH, one ob-
tains a PROP, hereafter referred to as SF, that presents the PROP
Mat k〈x〉 of matrices over the rationals, i.e, fractions of poly-
nomials k0+k1x+k2x

2···+knxn
l0+l1x+l2x2···+lnxn

where l0 6= 0. The definition of

Mat k〈x〉 is formally the same as the one of Mat k[x], with the
ring k〈x〉 of rationals replacing k[x].

The equational theory of IH allows us to factorise circuits of
Circ in terms of those of C−→irc and C←−irc . We say that c ∈ Circ[n,m]
is in cospan form if it is of shape c1 ; c2, with c1 ∈ C−→irc [n, z] and
c2 ∈ C←−irc [z,m] for some z. Dually, d ∈ Circ[n,m] is in span form
if it is of shape d1 ; d2, with d1 ∈ C←−irc [n, r] and d2 ∈ C−→irc [r,m]
for some r.

Proposition 1. For all circuits c of Circ, there exist circuits c′ in
span form and c′′ in cospan form such that c IH

= c′
IH
= c′′.

4. Full abstraction
In this section we tackle the question of relating the operational and
the denotational semantics of the Signal Flow Calculus, introduced
in Section 2 and 3 respectively.

To this aim, an elementary observation is that the denotational
semantics seems to be too coarse, since it abstracts away from
the finite behaviours that might arise during the executions of the
circuits. For example, consider x x and : as we have
shown in Example 2, they have the same denotational semantics,



namely the set of all pairs (σ, σ) of fls. However, some computa-
tions of the former circuit can reach a deadlock. For instance, we
can make a transition from the initial state with labels k 6= l, but
there are no further possible transitions from the resulting state:

x 0; x 0 k−→
l

x k; x l 6→

Such failures are not taken into account by the denotational seman-
tics: intuitively, this only considers the successful computations,
which are the ones yielding infinite traces. If we restrict to these
situations, then x x behaves exactly as the identity circuit

. Here are more examples of circuits that may reach a dead-
locked state.

x x
x
x x

x (10)

Our diagnosis is that problematic circuits are those in which inter-
nal components (in particular, the delays) have a conflicting design.
Note that all the above examples are in cospan form, that is, they
are of shape c = c1 ; c2 with c1 a circuit of C−→irc and c2 one of C←−irc .
Intuitively, the signal in c is flowing from the left/right boundaries
towards the middle, that is, the boundary shared by circuits c1 and
c2.

According to our analysis, we can avoid deadlocks by consider-
ing instead circuits d in span form, i.e. d = d1 ; d2 for d1 in C←−irc
and d2 in C−→irc . Circuits of this shape cannot deadlock since, intu-
itively, the signal is flowing from the middle boundary towards the
left (transmitted by d1) and the right (transmitted by d2).

In order to formalize our observations, first we say that a circuit
is deadlock free when none of its computations can reach a dead-
lock - namely, a state from which no transition is derivable. Then
we have the following result.

Theorem 2. Circuits of Circ in span form are deadlock free.

Together with Proposition 1, this theorem asserts that, for each
circuit of Circ, there exists an equivalent one in IH that is deadlock
free. This could give us some hope of reconciling the operational
and the denotational semantics but, unfortunately, also for some cir-

cuits in span form they do not agree: for instance, xx

and

have the same denotational semantics, but all the computa-
tion of the former are forced to start with 0−→

0
. Indeed

x 0; x 0 0−→
0

x k; x k for any k.

Note that after the first transition xx

behaves exactly as

: in some sense, the former circuit exhibits a proper behaviour
only after an initialisation step. To make this formal, we say that
a circuit c is initialisation free if, whenever s0

0...0−−−→
0...0

s1, then
s1 = s0, where s0 is the initial state of c. Other basic circuits that
suffer from initialisation are displayed below.

x x
x
x

x
x (11)

All problematic circuits above are in span form, meaning that they
can be decomposed into c1 ; c2, with c1 in C←−irc and c2 in C−→irc . The
intuition is that any delay in c1 and c2 sends the signal from the
common middle boundary towards the outer boundaries, thus re-
quiring a step in which the default value 0 of each delay is emitted
before behaving properly. According to this analysis, such a situa-
tion is avoided when we can see all the delays as pointing towards
the middle of the circuit. This leads to the following statement.

Theorem 3. Circuits of Circ in cospan form are initialisation free.

Theorems 2 and 3 suggest a duality between deadlock and ini-
tialisation, expressible in terms of span and cospan decompositions
of circuits of Circ. In fact, this is reflected also by the displayed
problematic circuits: the ones in (10) are dual to the ones in (11)
in a precise sense, namely by changing the black/white colouring
and the direction of delays1. Moreover, according to our analysis
circuits with deadlocks have more behaviours (traces) than those
prescribed by the denotational semantics, while circuits with ini-
tialisation have fewer behaviours. We would then expect circuits
which are both deadlock and initialisation free to yield exactly the
right amount of behavior: this will be the content of the next sec-
tion, leading to the full abstraction result (Corollary 2).

4.1 Reconciling Observation and Denotation
Given a circuit c of Circ, we define its observable behavior 〈c〉
as the pair (ft(c), it(c)) of its finite and infinite traces. Like the
denotational semantics [[·]], also the observable behaviour 〈·〉 can
be expressed in a compositional way, as a PROP morphism from
Circ to a certain target PROP that we are going to define below.
In order to do that, we first observe that finite and infinite traces
can be equivalently described in terms of polynomials and of fps
respectively. Indeed, in a trace (−→α ,

−→
β ) of length z, each sequence

αj = k0k1 . . . kz and βj = l0l1 . . . lz can be encoded as polyno-
mials k0x+k1x+· · ·+kzxz and l0x+l1x+· · ·+lzxz respectively.
Similarly, in an infinite trace (−→α ,

−→
β ), each stream αj = k0k1 . . .

and βj = l0l1 . . . defines fps Σ∞i=0kix
i and Σ∞i=0jix

i respectively.
We can then see ft(c) as a relation between vectors of polynomials
and it(c) as a relation between vectors of fps.

On the base of this observation, we take Relk[x] × Relk[[x]]
as target of 〈·〉. Here Relk[x] and Relk[[x]] are PROPs defined as
Relk((x)) (Definition 2), but with k[x] and k[[x]] respectively in
place of k((x)). Arrows of Relk[x] × Relk[[x]] from n to m are
pairs (f, g) with f ∈ Relk[x][n,m] and g ∈ Relk[[x]][n,m]. The
following statement guarantees that 〈·〉 is compositional:

Proposition 2. 〈·〉 : Circ → Relk[x] × Relk[[x]] is a morphism of
PROPs.

We have now all the ingredients to build a bridge between
the domain of observations Relk[x] × Relk[[x]] and the denotational
domain Relk((x)).

For this purpose, we first illustrate how to relate infinite traces
(i.e., pairs of vectors of fps) and vectors of fls. We say that a trace(−→α ,−→β ) ∈ k[[x]]n × k[[x]]m generates

(−→σ ,−→τ ) ∈ k((x))n ×
k((x))m if there exist an instant z ∈ Z such that

(i) αj(i) = σj(i+ z) and βh(i) = τh(i+ z) for all i ∈ N and k,
j with 1 ≤ j ≤ n, 1 ≤ h ≤ m;

(ii) z is smaller or equal than any degree of σ1 . . . σn, τ1 . . . τm.

To see the intuition behind this notion, recall from Section 3
that, whereas fps give a way of encoding streams, fls encode
streams “with a (finite) past”. If we see it as a translation from
(−→α ,
−→
β ) to (−→σ ,−→τ ), our correspondence takes the fps in (−→α ,

−→
β )

and fix for them all a common “present” moment. For example, the
trace (k0k1k2 . . . , l0l1l2 . . . ) ∈ k[[x]]× k[[x]] generates infinitely
many pairs of fls, among which we have:

(. . . 00k1k2k3 . . . , . . . 00l1l2l3 . . . )
(. . . 00k1k2k3 . . . , . . . 00l1l2l3 . . . )
(. . . 00k1k2k3 . . . , . . . 00l1l2l3 . . . )

1 See [7, §7.2] for a more detailed account of this transformation in a
denotational context.



with choice of present moment (0, 0), (k1, l1) and (k2, l2) respec-
tively. The instant z ∈ Z will be 1 for the first, 0 for the second and
−1 for the third pair above.

Conversely, we can start from all the fls in (−→σ ,−→τ ) and forget
about their present moment to obtain streams. The requirement that
the instant z is chosen not bigger than any degree implies that
only 0s are removed in the process, that is, there is no information
loss. For instance, (. . . 00k1k2k3 . . . , . . . 00l1l2l3 . . . ) ∈ k((x))×
k((x)) is generated by infinitely many traces, including:

(k1k2k3 . . . , 0l1l2l3 . . . )
(0k1k2k3 . . . , 00l1l2l3 . . . )

(00k1k2k3 . . . , 000l1l2l3 . . . ).

The instant z is chosen to be−1 for the first,−2 for the second and
−3 for the third pair above.

To complete the picture, we relate finite and infinite traces.
A trace (−→α ,

−→
β ) ∈ k[x]n × k[x]m of length z is a prefix of an

infinite trace (−→γ ,
−→
δ ) ∈ k[[x]]n × k[[x]]m iff αj(i) = γj(i) and

βh(i) = δh(i) for all 0 ≤ i ≤ z, 1 ≤ j ≤ n and 1 ≤ h ≤ m.
We are now ready to define our correspondence between arrows

of Relk[x] × Relk[[x]] and arrows of Relk((x)).

Definition 4. Let (f, g) be an arrow of Relk[x]×Relk[[x]]. We define
F(f, g) as the following arrow in Relk((x))[n,m]:{(−→σ ,−→τ ) ∣∣∣ there exist a trace

(−→α ,−→β ) ∈ g
generating

(−→σ ,−→τ )}
In the converse direction, given an arrow S ∈ Relk((x))[n,m], we
define U(S) as the pair (f, g) ∈ Relk[x] × Relk[[x]][n,m] where
g ∈ Relk[[x]][n,m] is given as{(−→α ,−→β ) ∣∣∣ there exist a pair

(−→σ ,−→τ ) ∈ S
generated by

(−→α ,−→β )}
and f ∈ Relk[x][n,m] is the set of all prefixes of the traces in g.

Intuitively, the action of F on (f, g) is to forget the first com-
ponent and generate all the vectors of fls generated by vectors of
fps in g. Instead we can describe U as abstracting away the choice
of the present for all fls and represent them as fps. This gives the
second element in the target pair (f, g): the first is irrelevant, since
it only consists of the prefixes of traces in g (in particular, we do
not generate any deadlock trace). To see how F and U work more
precisely, we shall consider the following example.

Example 3. Recall that, for c = xx

, the set it(c) consists
of all infinite traces of the form (0k0k1k2 . . . , 0k0k1k2 . . . ), that
is, c behaves as the identity after one initialisation step. Since this
circuit is deadlock free, the set ft(c) instead contains all and only
those finite traces which are prefixes of some infinite trace in it(c).

One can check that F〈c〉 is the identity relation {(σ, σ) | σ ∈
k((x))} (which is actually equal to [[c]]). For instance, the pair of fls

(. . . 00k0k1k2k3 . . . , . . . 00k0k1k2k3 . . . ) (12)

is generated by (0k0k1k2 . . . , 0k0k1k2 . . . ). If we then apply U
to F〈c〉, we obtain a pair (f, g) ∈ Relk[x] × Relk[[x]][1, 1] where
f coincides with the original ft(c), while g is strictly larger than
it(c). Indeed (k0k1k2 . . . , k0k1k2 . . . ) /∈ it(c) but it belongs to g
since it generates the pair (12).

We now focus on circuit d = x x . The set it(d) consists
of all infinite traces of the form (k0k1k2 . . . , k0k1k2 . . . ) and the
set ft(d) consists of either prefixes of it(d) or traces leading to
deadlocks having the form (k0k1 . . . kul, k0k1 . . . kul

′) with l 6=

l′. It is easy to check that these traces are lost when applying UF to
〈d〉, while no infinite trace is added or removed.

The example above suggests that the composite mapping FU
enlarges the set of observable behaviors for circuits with initialisa-

tion (e.g. xx

) and, dually, restricts it for circuits with dead-

locks (e.g. x x ). The next statement illustrates the extent of
these observations.

Theorem 4. Let c be a circuit of Circ. Then the following holds:

(a) F〈c〉 = [[c]].
(b) If c is deadlock free, then 〈c〉 ⊆ FU[[c]]. 2

(c) If c is initialisation free, then 〈c〉 ⊇ FU[[c]].

Statement (a) above is instrumental in showing full abstraction
(Corollary 2), but is also of independent interest. Indeed it allows
to immediately derive that

Corollary 1. For any two circuits c, d ∈ Circ, [[c]] = [[d]] if and
only if F〈c〉 = F〈d〉.

In some sense, Corollary 1 tells us under which conditions an
external observer cannot distinguish circuits that have the same
denotation. This is the case whenever F〈c〉 = F〈d〉, that is,
the observation of c and d can be only made “up-to F”. Intu-
itively, this amounts to imposing the following two conditions,
stemming from the definition of F. First, we prevent the ob-
servation of finite behavior — because F disregards ft(c) and
ft(d). This means that we cannot detect deadlock and, for in-
stance, x x and become indistinguishable. Second,
we prevent an external agent from choosing when to begin the

observation. For instance, take c = xx
. By observing the

pair (. . . 00k0k1k2 . . . , . . . 00k0k1k2 . . . ) in F〈c〉, on principle
we are not able to judge whether it has been generated by a trace
(k0k1k2 . . . , k0k1k2 . . . ) or (0k0k1k2 . . . , 0k0k1k2 . . . ) in 〈c〉:
the definition of F allows for both (and infinitely many other) op-
tions. Since our view is restricted to F〈c〉, we cannot tell if the
observation of the actual stream starts with 0 or k0. Therefore,
from that viewpoint xx

and are indistinguishable.
In general, when observations can be made without the restric-

tions of F, one can distinguish amongst circuits that are denotation-
ally equivalent, as explained in Example 3. Statements (b) and (c)
in Theorem 4 allow us to derive that observations and denotations
do coincide for the class of well-behaved circuits that do not suffer
from deadlocks and initialisation steps.

Corollary 2 (Full Abstraction). For any two circuits c and d of
Circ that are deadlock and initialisation free,

[[c]] = [[d]] if and only if 〈c〉 = 〈d〉.

5. Realisability
In the previous section, we have seen two different canonical forms
for circuits of Circ: the span form, preventing deadlocks, and the
cospan form, avoiding initialisation steps. We now tackle the ques-
tion of transforming, within the equational theory of IH, any circuit
c of Circ into one d featuring both properties. This is appealing be-
cause, by Corollary 2, d properly realises the denoted behaviour
[[c]]. To this aim, we first observe that our desiderata are fulfilled for
the class SF, introduced in Section 2:

Proposition 3. Every c in SF is deadlock and initialisation free.

2 The inclusion is meant to be component-wise, i.e. it(c) ⊆ g and ft(c) ⊆
f where (ft(c), it(c)) = 〈c〉 and (f, g) = FU[[c]].



The intuition behind Proposition 3 is that the rules for induc-
tively constructing circuits of SF do not allow for the conflicting
design originating the phenomena of initialisation and deadlock. In
particular, adding feedbacks to a circuit of SF preserves initialisa-
tion and deadlock freedom.

In order to achieve our goal, we will introduce a canonical form
for circuits in Circ which is based on SF. Roughly speaking, such
form consists of signal flow graphs where “the wires have been
jumbled up”. We make this intuition precise in the sequel.

First, for each n,m ∈ N, we take circuits ηn : n → 1 + 1 + n
and εm : 1 + 1 +m→ m as illustrated below.

ηn := n εm := m

Then, we define the families of operators Ln,m : Circ[n+ 1,m]→
Circ[n, 1 + m] and Rn,m : Circ[n, 1 + m] → Circ[1 + n,m] as
follows: for any circuit c ∈ Circ[n+ 1,m],

Ln,m(c) = ηn ; (id1 ⊕ c)
(

n c m

)
and, for any circuit d ∈ Circ[n,m+ 1]

Rn,m(d) = (id1 ⊕ d) ; εm.

(
n md

)
Remark 4. When defined on IH, Ln,m and Rn,m enjoy some
interesting properties. Let 1 + − : IH → IH be the functor acting
on objects as k 7→ 1 + k and on arrows as f 7→ id1 ⊕ f . This
functor is self-adjoint: the unit and the counit are the ηn and εm
defined as above. The fact that IH is a SMC implies naturality of η
and ε. They satisfy the triangle inequalities because of the following
“snake” lemma, provable in IH using (I2), (A5) and (A5)∗:

= = = = (13)

The canonical isomorphisms between hom-sets, induced by the
adjunction, are Ln,m : IH[n + 1,m] → IH[n, 1 + m] and
Rn,m : IH[n, 1 + m] → IH[1 + n,m] defined as above. We can
understand Ln,m intuitively as “rewiring” the connection to the first
port on the left to the right of the circuit. The fact that Ln,m and
Rn,m are isomorphisms means that no information is lost – all such
circuits can be “rewired” back to their original form.

Definition 5. Any c2 ∈ Circ[n2,m2] is a rewiring of c1 ∈
Circ[n1,m1] when c2 can be obtained from c1 by a combination
of the following operations:

• application of Ln,m, for some n and m,
• application of Rn,m, for some n and m,
• post-composition with a permutation,
• pre-composition with a permutation.

Permutations are needed to rewire any port on the boundaries.
For instance, they allow to rewire the second port on the right as
the third on the left in the circuit c : 2→ 2 below:

c

For our purposes, it is of importance to observe that

Lemma 1. Rewiring preserves deadlock and initialisation free-
dom.

The remainder of this section will be devoted to showing that
we can put circuits of Circ into the desired shape.

Theorem 5. Every circuit in Circ is equal in IH to the rewiring of
some circuit in SF.

By Theorem 5, Proposition 3 and Lemma 1 we achieve the
realisability result claimed at the beginning of this section.

Corollary 3 (Realisability). Every circuit c of Circ is equal in IH
to some circuit d of Circ that is deadlock and initialisation free.

5.1 Proof of Theorem 5
In order to prove Theorem 5, we first need some preliminaries
on matrices and their circuit representations. Indeed, there is a
natural way of representing matrices over the field k(x) of fractions
of polynomials as circuits of Circ. To illustrate it, consider the
following example:

(
p1/q1 p4/q4 p7/q7
p2/q2 p5/q5 p8/q8
p3/q3 p6/q6 p9/q9

)
p1 q1

p2 q2

q3p3

p6 q6

p7 q7

p8 q8

p9 q9

p4 q4

p5 q5

The circuit c on the right encodes the matrix M on the left in the
following way: for each boundary of c, we assume a top-bottom
enumerations of the ports, starting from 1. Then the entry Mj,i

(column j, row i) has value p
q
∈ k(x) if and only if, reading the

circuit from the left to the right, one finds a path connecting the jth

port on the left to the ith port on the right passing through a circuit
p q . Intuitively, the ports on the left represent columns, the

ones on the right rows, and the links between them carry the values
in the matrix. One can verify the correspondence between c and M
formally: [[c]] is the relation {(−→σ ,M · −→σ ) | −→σ ∈ k((x))3}.

It will be convenient to work with matrices (and the correspond-
ing circuits) of a particular shape. We say that a matrix over k(x) is
in rational form if all its entries are in fact rationals (in k〈x〉) and:

1. for each non-zero row, there is a pivot entry with value 1.

2. in the column of a pivot, the pivot is the only non-zero entry.

An example is displayed below where r1, r2, r3 ∈ k〈x〉. r1 0 1 0
r2 1 0 0
r3 0 0 1
0 0 0 0


The following lemma is the final ingredient for the proof of

Theorem 5—its proof is an easy exercise in linear algebra.

Lemma 2. Every k(x) matrix is row equivalent to one in rational
form.

Proof of Theorem 5. Let us fix a circuit c ∈ Circ[n,m]. In the
following, we will sketch a recipe, using the equational theory of
IH, with which c is transformed into the rewiring of a circuit in SF.
To improve readability, we shall draw any circuit as if both n and
m were 2. It should be fairly clear how our argument generalizes.

(i) First we transform c into the circuit c1 on the right: the two are
equal in IH by virtue of (13).

c
c

IH

Let us call c2 the circuit from n+m to 0 delimited by a dotted
square in the picture above. Since c0 is obtained by rewiring on



c2, it should be clear that, if c2 can be rearranged as the rewiring
of a circuit in SF, then this property also holds for c0. Therefore,
in the sequel we shift our focus to c2.

(ii) Proposition 1 allows us to rewrite c2 in cospan form, as the
composition along a middle boundary z of circuits c3 and c4
below, while preserving equality in IH. By definition of cospan
form, c3 is an arrow of C−→irc , while c4 is an arrow of C←−irc . For
the sake of readability, we will draw z as if it were 2.

c3 c4c
IH

C�!irc C �irc

(iii) Since we are reasoning in IH, in particular all the equations of
HAop hold. Now, 0 is both the initial and the terminal object in
Mat k[x]; because HAop ∼= Mat k[x]op , this means that there
is exactly one circuit of C←−irc , up to equivalence in HAop , from
z to 0. It follows that c4 and the z-tensor of (a circuit that
we call c5) are equal in HAop — and thus in IH. We can thus
write c3 ; c4 as c3 ; c5:

c3 c4 c3
IH

(iv) Since c3 is in C−→irc we can use the results about HA to reason
about it. In particular, c3 can be mapped into an z × (m + n)
matrix of polynomials M , because HA ∼= Mat k[x]. As we
remarked at the beginning of this section, there is a canonical
way of representing M as a circuit c6 of Circ:

(
p11 p21 p31 p41

p12 p22 p32 p42

)
p11
p12

p21
p22

p31

p32

p41
p42

Since c3 corresponds to M along the isomorphism HA ∼=
Mat k[x], it follows that [[c3]] is {(σ,M · σ | σ ∈ k((x))n}.
Therefore [[c3]] = [[c6]] meaning by Theorem 1 that c3

IH
= c6. It

follows that we can rewrite our circuit c3 ; c5 as c6 ; c5:

c3

p11

p12

p21
p22

p31

p32

p41
p42

IH

(v) Using Lemma 2, we can then transform M into a matrix M∗

in rational form (for instance, the one on the left below). Since
M∗ is a matrix over k(x), we have a canonical circuit c7 of IH
(on the right) representing it.

(
1 p1/q1 0 p3/q3
0 p2/q2 1 p4/q4

) p1 q1

p2

q3

q2

p3

p4 q4

By definition of rational form, each non-zero row R in M∗ is
associated with a pivot column C with the only non-zero value
1 at the intersection of R and C. In order to graphically repre-
sent such property in c7, we supposed the following choice of
pivots: the first and the third column for the first and second row
respectively. Observe that an entry with value 0 corresponds to

the circuit 0 , which in IH is equal to : therefore we
could avoid drawing the corresponding link in the circuit c7.
We now claim that c6 ; c5

IH
= c7 ; c5. By Theorem 1, to check

this it suffices to show that [[c6 ; c5]] = [[c7 ; c5]], that is:

{(σ,M · σ |M · σ =
−→
0 } = {(σ,M∗ · σ) |M∗ · σ =

−→
0 }.

This is true because the two relations above describe the kernel
of M and M∗ respectively, and M∗ is row-equivalent to M . It
follows that we can rewrite c6 ; c5 as c7 ; c5, while preserving
equality in IH:

p11

p1 q1

p2

q3

q2

p3

p12

p21
p22

p31

p32

p41
p42

p4 q4

IH

(vi) We now focus on circuit c7 ; c5. Our next step is to use associa-
tivity and commutativity of to make one of the two legs

of each component be always attached to the pivot-wire
of the corresponding row. Also, we use the axioms of SMCs
and naturality of the symmetry to push the pivot-wires
towards the top of the circuit, as follows:

p1 q1

p2

q3

q2

p3

p4 q4

p1 q1

p2

q3

q2

p3

p4 q4

IH

(vii) We can now remove the components of shape by turn-
ing them into rewiring structure. This can be done by simply
applying axiom (I6) of IH:

p1 q1

p2

q3

q2

p3

p4 q4

p1 q1

p2

q3

q2

p3

p4 q4

IH

(viii) Let us call c8 the rightmost circuit above: it is a rewiring of the
circuit inscribed into the dotted square, which we call c9. Since
c7 was constructed starting by a matrix in rational form, for all
the components p q in c8, p

q
is a rational. Thus, using

the fact that SF ∼= Mat k〈x〉, we can rewrite in IH each such
component as a circuit c̃ in SF:

p1 q1

p2

q3

q2

p3

p4 q4

ec1

ec2

ec3

ec4

IH

Now, observe that c9 can be seen as the composition (via⊕ and
; ) of circuits that are all in SF.

ec1

ec2

ec3

ec4



It follows that c9 is also in SF and thus c8 is the rewiring of
a circuit in SF. Since c8 was obtained by c2 by only using
rewriting steps allowed by the equational theory of IH, the
statement of the theorem follows.

6. Directing the Flow
In the classical presentation of signal flow graphs (see e.g. [23]),
wires are directed, signifying the direction of signal flow. Through-
out the previous sections, we have been referring to flow direction
only on an intuitive level. We now introduce directionality explic-
itly, claiming that it can be really treated as a derivative notion of
our theory of circuits. We then present some applications and ex-
amples supporting our statement.

In order to model classical signal flow graphs we first need to
introduce an alternative syntax, which we call the directed signal
flow calculus. We will need components that resemble those of
C−→irc , but which are explicitly oriented from left to right.

e :: = | | k | x | |

We also require some “pure” wiring: since signal flow is explicit,
we include two versions of the identity wire and four of the twist:

w :: = | | | | |

These basic components above are given a sorting (u, v) where
u, v ∈ {�, �}∗; for instance:

: (�, ��) and : (��, ��).

Classical signal flow graphs are obtained by composing compo-
nents e andw using the operations ; and⊕, for which we reuse the
sorting rules of Fig. 1, together with guarded feedback operations
Tr�(·) that take a circuit of sort (�1+m,�1+n) and yield a circuit
of sort (�m,�n). The associated sorting rule is thus:

c : (�1+n,�1+m)

Tr�(c) : (�n,�m)

This is represented graphically as follows:

c...
... 7−→ ...

...

x

c

The syntax for directed signal flow graphs is thus:

sf :: = e | w | sf ; sf | sf ⊕ sf | Tr�(sf)

Finally, we include top-level operations reminiscent of the rewiring
in §5: L�, L�, R� and R�, with sorting rules:

c : (�u, v)

L�(c) : (u,�v)

c : (�u, v)

L�(c) : (u,�v)

c : (u,�v)

R�(c) : (�u, v)

c : (u,�v)

R�(c) : (�u, v)

In the graphical rendering below we leave out the arrowheads on
wires where direction is arbitrary:

c...
... c...

...
...

... c ...
... c

Circuits of the directed signal flow calculus are thus specified by
following grammar:

d :: = sf | L�d | L�d | R�d | R�d | d ;w | w ; d

Note that the composition at the top level is restricted to disallow
the introduction of unguarded feedback.

Rather than defining the operational semantics directly, we can
obtain the expected behaviour by first translating directed terms to
the signal flow calculus. Intuitively, the inductively defined transla-
tion E “erases directions” from the wires:

7→ , 7→ · · · 7→ , 7→ ,

sf1 ; sd2 7→ E(sf1) ;E(sf2), sf1 ⊕ sf2 7→ E(sd1)⊕ E(sf2),

Tr�(sf) 7→ Tr(E(sf)), L?(d) 7→ L(E(d)) R?(d) 7→ R(E(d)).

where ? ∈ {�,�} and Tr, L and R are defined as in §2 and §5.
A key observation is that directed sort discipline prevents us

from writing problematic circuits where signal flow is incompat-
ible, like in the examples in §4. In fact, using Proposition 3 and
Lemma 1 we get:

Proposition 4. For any circuit d of the directed signal flow calcu-
lus, E(d) is deadlock and initialisation free.

Moreover, this syntactic restriction does not affect the expres-
siveness since, thanks to Theorem 5, rewirings of signal flow graphs
denote all the possible behaviours. Thus, informally speaking, all
circuits in Circ can be directed (modulo the theory of IH).

Proposition 5. For any circuit c of Circ, there exists a directed
circuit d such that E(d)

IH
= c

Propositions 4 and 5 have two interesting consequences. First,
Proposition 4 and the full-abstraction result mean that we can use
the equational theory of IH to safely reason about classical signal
flow graphs and extensions—indeed, all the circuits in the directed
signal flow calculus. Roughly speaking, the procedure is: forget the
directions and then use IH

=. This confirms the intuition that, like for
electrical circuits, also for signal flow graphs directionality is not a
primitive notion as originally advocated in [23].

Second, Proposition 4, Proposition 5 and full-abstraction tell us
that the denotational semantics of any circuit of the signal flow cal-
culus can be properly realised by some directed circuit. We can
therefore use the “more liberal” signal flow calculus to specify
circuits and the “more restrictive” directed calculus to implement
them. One can then check that an implementation d adheres to a
specification c by mean of the graphical reasoning supported by
IH. Indeed E(d)

IH
= c, means that d implements, without deadlocks

or initialisation, the behaviour denoted by c. Note that while an im-
plementation is a directed circuit—typically featuring feedbacks—
we are being deliberately vague about what kind of circuit in Circ
constitutes a specification: in examples that we consider these are
typically generating functions that can be obtained in a standard
way (see e.g. [29]) from recurrence formulas. We illustrate these
ideas with the aid of the simple example below.

Example 4. Consider the circuits displayed below. The leftmost
serves as specification ( 1

1−x ) and the rightmost, a directed circuit,
as its implementation.

1�x x

To prove that the implementation realises the specification, we
first throw away all the directions from the wires and then we
proceed with a graphical derivation in IH:

x

x x

xx
1�x

(I1)(I2)
(A17

⇤
)(A5

⇤
)

(A14
⇤
)

(I11)
(I5) (I3)

(A1)(A6)
(14)

We annotated the key axioms of IH justifying each derivation step.
Note that the first and the second to last circuit, that we have just



proved equivalent, are c2 and c1 from Example 1 (modulo the
notation adopted for -1 since Section 3).

A similar procedure can be used to check the observational
equivalence of directed signal flow graphs. For instance, take:

x
2

x -1 xx (15)

First, we forget the direction of the flow and we obtain the circuits
c3 and c4 depicted below, on the left and on the right.

x
2

x
x x

Then, by virtue of Proposition 4 and full abstraction, we can safely
use IH

= to check 〈c3〉 = 〈c4〉. Observe that c3 is like in Example 1
and c4 is just the sequential composition c2 ; c2. We can thus reuse
(14) to see that

c4 = c2 ; c2
IH
= 1�x ; 1�x

IH
= (1�x)2

To conclude, we only have to check that c3 is equal in IH to the
rightmost circuit above. This is shown as follows, along the same
lines of derivation (14):

x
2

2

x
xx

2

x
x

2

x
x2

x
xx2�x

(1�x)2

The circuits in (15) can also be thought of as two different

implementations of (1�x)2 . Indeed, 1
(1−x)2 is the generating

function of the sequence 1, 2, 3, 4, . . . .

7. Conclusions
The network theoretic approach combines algebra and topology–
the circuits of the theory that we presented have an algebraic na-
ture, as demonstrated by the axiomatisations, as well as a topo-
logical nature, when viewed as string diagrams. Our contribution
adds an operational understanding to the previously discovered de-
notational insights. Throughout the paper we have tried to illustrate
the fruitful interplay between algebra, topology, the operational and
denotational approaches.

Although our attention in this work was restricted to signal flow
graphs, the same methodology could be beneficial in other areas
where diagrammatic notation is employed: in addition to the ex-
amples we mentioned in the introduction there are Kahn process
networks, Bayesian networks and automata, amongst many others.
Typically, such diagrammatic formalisms are translated to more
traditional mathematics, but seldom reasoned about directly. The
broad picture of the work in this paper is a deep connection between
a denotational view and a fully-fledged operational approach that is
intimately related to the hallmark of network theory: the interplay
between algebra and topology. Our vision is close to that advocated
by Abramsky for concurrency theory [1]: we believe that this ap-
proach will eventually lead to less a specialised, fragmented and
sometimes overly syntax-focussed landscape.
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