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Abstract. A detailed description of multi-soliton (more
than two) interactions is needed for many practical
applications for solving both the direct and inverse
problems in multi-directional wave phenomenon (for
example, surface waves). In this paper a strict novel
formalism for constructing multi-soliton solutions of
KdV (Korteweg-de Vries) type 2-D equations is pre-
sented. In this formalism solutions are derived in
phase variables, in which the analysis of multi-soliton
interactions is most natural and simple. Results
of this paper include (i) a complete description of
KdV 2-D multi-soliton solutions based on the Hirota
formalism, and (ii) a novel decomposition of multi-
soliton solutions. With this decomposition a multi-
soliton solution is interpreted as a linear superpo-
sition of solitons and interaction solitons. Finally,
expressions for calculating the amplitudes of interac-
tion solitons are derived.

PACS: 05.45.Yv, 04.30.Nk

1 Introduction

Solitons have been proved to be rather robust phenomena in the theory of non-
linear wave propagation in dispersive media. Soliton interactions have been
extensively studied for many decades on a large variety of model equations
with both analytical and numerical methods. These studies repeatedly report
the basic features of soliton phenomena to be (i) the existence of travelling lo-
cal identities (called solitons) that (ii) interact elastically with their own kind.
However, for practical applications, these studies, that often demonstrate soli-
ton phenomenon only for most simple cases, do not provide enough details,
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especially if more than two solitons are involved. The aim of this paper is to
develop a detailed description of multi-soliton interactions for a certain class
of equations supporting soliton solutions.

According to the classification of Hietarinta et al [11, 12], nonlinear partial
differential equations (nonlinear PDEs) supporting soliton solutions are clas-
sified to KdV, MKdV, SG, NLS, or BO type (this list may not be complete)
according to how they are bi-linearized to Hirota form [13, 14]. Then, for
these bilinear equations explicit analytical solutions can be found which can
be transformed to explicit analytical solutions of the original nonlinear PDEs.
Each class of the above equations has its own functional form for multi-soliton
solutions. In this paper we deal with KdV type 2D equations.

As a possible application, consider an inverse problem of wave crests, i.e.
the problem of predicting wave parameters from the geometry of the inter-
action picture of waves. Such an inverse problem was solved in [1, 2] for a
two wave case modelled by two-soliton interactions. For that a full analysis
of two-soliton solutions (the direct problem) was presented. As a result, the
concept of an interaction soliton was introduced and related to two-soliton
solutions by announcing a novel decomposition: a two-soliton soliton solution
is written as a sum of three terms with two representing pairs of single soli-
tons (initial ones and their shifted counterparts) and the third representing
the interaction soliton that connects the single solitons before and after the
interaction. This description facilitated a better geometrical representation of
two-soliton interactions.

With a view to tackle the inverse problem for more than two waves, the
corresponding direct multi-soliton problem needs to be solved first. As above,
we relate waves with solitons by assuming the corresponding model equation
to belong to the class of KAV type equations. The direct problem is about
constructing multi-soliton interaction patterns from a given specification of
solitons (their travelling directions and amplitudes). This is done by finding
the relations between an analytically given multi-soliton solution and geomet-
rically represented interaction pictures.

In this paper we develop for that purpose above a detailed description
of multi-soliton interactions. In this description, the concept of interaction
soliton is generalized for multi-soliton solutions and an interpretation of multi-
soliton interactions is given that will facilitate geometrical representation of
multi-soliton interactions. As far as for that purpose there is no successive
description available, some facts from the basic theory must also be ordered
in the way suitable for the further analysis.

For solving bilinear equations, we use different approach from the tradi-
tional formal self-truncating series approach (see e.g. [13, 15]). Namely, we
argue that solutions to a bilinear equation can be written as sums of eigen-
functions (that are exponential functions) of the related bilinear operator.
The advantage of this approach is that it allows us formally to derive the re-
lations for the coefficients in this sum without assuming any particular form
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of a bilinear equation. The approach is general and can be used also for
deriving multi-periodic soliton solutions expressed in terms of the Riemann
theta-function.

Multi-soliton solutions are solutions with a certain genus g, that is, they
can be represented as functions of g phase variables which are related to real
variables by a linear transform. In this paper we construct multi-soliton solu-
tions of KAV type equations (in particular, of the corresponding Hirota bilinear
equations) in terms of phase variables. It means that with a suitable projec-
tion we have actually obtained multi-soliton solutions for original equations in
real variables. The construction is novel in many aspects. First, the related
change of variables for bi-linearization of KdV type equations is universally
represented in terms of Hirota operators for ease of algebraic manipulations.
Second, a precise mathematical definition of multi-soliton solutions is intro-
duced that allows to construct multi-soliton solutions for the entire class of
KdV type equations in an abstract way. Finally, the use of phase variables
facilitates simple and explicit proofs of the results.

The organization of this paper is as follows. In the following Section 2
we recall the Hirota bilinear formalism and give a precise definition to KdV
type equations. Here we also introduce some auxiliary notations to serve our
formalism. On the basis of definitions of Section 2, the set of multi-soliton
solutions of KdV type equations is defined and constructed in Section 3. KdV
multi-soliton solutions are analyzed in Section 4 which is central in this paper.
The main feature of the analysis is a novel decomposition of KAV multi-soliton
solutions based on the results of Sections 2 and 3. The notion of an interaction
soliton is extended for multi-soliton interactions, and finally, an interpretation
of multi-soliton interactions in phase variables is given. Conclusions are drawn
in Section 5. Proofs to theorems and propositions are collected in Appendices.

2 Preliminaries

In the following we consider (2+ 1)-dimensional nonlinear PDEs for v = u(x),
z = (z,y,t)7: K(u,uz, vy, up,...) =0 or K[u] = 0 for short. In particular,
we are interested in KdV type equations (in the Hirota sense) [11] that are
defined in terms of Hirota bilinear formalism [13]. The members of this rather
large class of equations, recognized by Hietarinta et al [11, 12], support multi-
soliton solutions that are special genus g solutions (g is a positive integer) of
the form u(x) = U(Kx), where U is a function with g (phase) variables ¢ =
(o1, - ,gog)T € RIand K = (p,v,w), p,v,w € RI, is a matrix with pairwise
non-collinear rows. A more precise definition to multi-soliton solutions is given
in the following Section 3.

The rest of this section is devoted for introducing preliminary definitions
and notations necessary for the further analysis.

Notation. We use strict matrix formalism: vectors are column vectors and
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denoted by bold lowercase letters or symbols, e.g., @, pu; matrices are formed
by column vectors and denoted by bold uppercase letters, e.g., K. We denote
functions in real () and in phase (¢) variables with lower and upper case
letters or symbols, respectively. For example, u = u(x), U = U(¢p).

The following two definitions are due to Hirota [13] but adjusted here for
our notation.

Definition 1 (Hirota polynomial). In this paper a polynomial B = B(u, v,w)
is called the Hirota polynomial iff B(0,0,0) = 0 and B(—pu, —v, —w) = B(u, v,w).
We denote Hirota polynomials also as B = B(k), where k = (u, v,w)7.

(Note that we do not require that Hirota polynomials should satisfy Hirota
conditions (11) as in [16].)

Definition 2 (Hirota derivative). A symbol D, is called the Hirota deriva-
tive with respect to variable x and defined to act on a pair of functions (f,g)
as follows:

(Daf - 9)(2) = (0 — 0u) f(2)g(a")] - (1)

where 0, denotes partial derivative with respect to x. Similarly are defined
Hirota derivatives with respect to y and ¢ variables: D, and Dy, respectively.
The composition of Hirota derivatives is defined as follows:

(DyDy'Dyf - g)(x) = @)
2
(0 = 0r)"(By = Oy)™ (01 = O)* f ()9 (")

x'=x

Hirota derivatives are bilinear operators. If B is a polynomial then B(D, Dy, D)
is called the Hirota bilinear operator. We denote Hirota bilinear operators also
as B(Dg), where Dy = (D, Dy, D)7

See Appendix A for the properties of Hirota bilinear operators that are
relevant to this paper.

The following definition is based on the original work of Hietarinta et al
[11, 12] but given here in a more precise form.

Definition 3 (KdV type equation). An equation K[u] = 0 is called the
KdV type equation (in the Hirota sense) iff there exist two nontrivial Hirota
polynomials P = P(u,v,w) and N = N(u,v,w) such that

P(Dz)0-0=0 = KI[072N(Dg)0-60] =0 (3)

holds for all nontrivial positive functions § = 6(x). Equation P(Dg)0 - 0

is called the Hirota bilinear form of the corresponding equation K[u] = 0.

The following remarks reason the use of phase variables instead of real
(space-time) variables throughout of this paper.
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Remark 1. If K[u] = 0is a KdV type equation then its genus g solutions of the
form u = 072N (D)0 - 0 are defined by the existence of a function © = O(¢)
and a matrix K such that 0(x) = ©(Kx). Indeed, if we define for a given
function ® = O(¢p) a function U(p) = @*2N(D£K)@-@, where D, =
(Dyys-.., Dy g)T denotes Hirota derivatives with respect to phase variables ¢,
then u(x) = U(Kx) is a solution to K[u] = 0.

For brevity, we define the operator L : © — U = L[©] as follows

L] = N(Dgég)@ 3 @

While using this notation it is assumed that N = N (k) is a Hirota polynomial.
Fundamental properties of the operator L are proved in Appendix B.

Clearly, if © is a solution to P(DgK)@ -© = 0 then a genus ¢ solution to
the corresponding KdV type equation K[u] =0 is u(x) = L[O](Kx).

The following notations below have an important role in the formalism
developed in this paper. They shorten the representation of coming formulas
considerably, and not less importantly, they facilitate software implementation
of the results for practical applications.

Notation (Excluding variables). For a n-sequence of symbols we use a
superscript rounded with parenthesis to denote a sequence of symbols that is a
subset of the n-sequence and contains symbols with indices that are not listed
in the superscript and preserving the order. For example, (a,b,c, d)(l’?’) =

(b7 d)7 (@17 ¥2; (103)(2) = (9017 ()03)

Notation (Index map k). For every a € {0,1}Y we define a set k(o) €
p({1,...,9}) (p(S) denotes the set of all subsets of a set S) such that (i) if
a; = 1 then i € k() and (ii) |x(a)| = @’ a. For example, x((1,0,1,1,0)7) =
{1,3,4}. We also write Ay 34y as Ajaq, for example.

This completes the basis for the formalism presented below.
Finally, we illustrate the introduced notation with the following examples.

Ezample 1 (Kadomtshev-Petviashvili (KP) equation [17]). As an example of a
KdV type 2D equation, consider the KP equation (u; 4 6uty +Upea )z + 3ty =
0. The change of variables u = 202 In6 = 072N (D)0 - 0 with N (p,v,w) = p?
leads to the corresponding Hirota bilinear form (D;D, + D3 + 3D§)0 -0=0
with the related Hirota polynomial P(u,v,w) = wu + u* + 312 (see [18]).

Ezample 2 (One-soliton solution). Let us take g = 1 and
@(901) =1+ e*t.

We find that P(DZK)@ - © = 2P(u1,v1,wr)e?t after using (27) and the
properties of the Hirota polynomial P. Similarly we find
2N (pr,vi,wp)e?t 1 h2ﬂ

L[O] = (1t e = §N('u1’ V1, w1 )sec
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Therefore, if we require P(u1,v1,w1) = 0 then the genus 1 solution of the KdV
type equation K[u] =0 is

1 12 + vy +wit
w(z,y,t) = §N(,LL1,1/1,4,z)1)se(3h2'u 5 .

3 Multi-soliton solutions

In what follows we give a precise mathematical definition for multi-soliton so-
lutions and then construct them explicitly for KAV type equations. Our defini-
tion is novel in that it is (i) minimal but sufficient to summarize the well-known
basic properties of soliton phenomenon, and (ii) constructive. Although, the
functional form of the multi-soliton solution for KdV type equations is well-
known for decades[13], the proofs are available only for the simplest (e.g. the
classical KdV) cases and yet with lengthy manipulations. Our construction,
however, is novel in this sense that it facilitates most general and yet explicit
proof for the construction of multi-soliton solutions to all members in the class
of KdV type equations.

Let K[u] = 0 be a nonlinear PDE. Let us denote a set of all trivial (constant
in x) solutions of the equation K[u] = 0 by symbol Sy and call it the set of
vacuum-soliton solutions of the equation K[u] = 0.

Definition 4 (Multi-soliton solutions). A set Sy is called the set of genus
g soliton solutions (in phase variables) of the equation K[u] = 0 iff it consists
of functions U = U(p) € Sy, ¢ € RY that satisfy the following conditions:

1. u(x) = U(Kwx) is a genus g solution of K[u| = 0;

2. lim Ue§yiforali=1,...,9;

pi—=to0

3. there exists symmetric g X g-matrix A such that

lim U)(e®)=( lim U)(e"-a,9), ()

pi——+0o0 p;——00

where (P(Z) € Rg—l’ (P(Z) = (@15 s Pi1, Pit 1y - ‘Pg)Ta for all i =
1,...,9, and A; denotes the i-th column of A.

P

Constants A;; are called the phase shift parameters. We define diagonal ele-
ments A, = 0.

Remark 2. Generally speaking, there are three basic conditions for soliton
phenomena: (i) there must exist some identities, called solitons, (ii) that are
local, and (iii) survive the interactions with other solitons that cause only
phase shifts in soliton evolutions. Definition 4 is very much inspired by this
statement. For example, let us consider a two-soliton solution. As shown in [1],
the row vectors of K correspond to wave vectors (traveling direction+speed) of
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solitons. Also, when finding the limit, say, @3 — —oo on a two-soliton solution,
then the result is an one-soliton solution in variable ;. On the other hand,
the limit process o — +00 produces the same one-soliton solution but is
shifted only by some amount.

In the following we construct multi-soliton solutions for KdV type equa-

tions.

Theorem 3.1 (KdV multi-soliton solutions (cf. [19])). If K[u] =0 is a
KdV type equation (with Hirota polynomials P and N ) then its bounded genus
g soliton solutions are U = L[O], where

O = Z Aﬁ(a)eaT(P (6)
ac{0,1}9

and the following conditions hold for the coefficients Ay () and the matriz K :

1 ifaTa < 2,
A(@) =\ [isentey Ay ifaTa>2, @
1<j
Dispersion relations: P(k;) =0, (8)
Relations for A;j: AijjP(k; + kj) + P(k; — kj) =0, 9)
Boundness conditions: P(k; + k;)P(k; — kj) <0, (10)
Hirota conditions: Z Aoy Ar(B—a) P((2a — B)TK)=0, (11)

ac(B—{0,1}9)n{0,1}9

where B € {0,1}9, 8T8 > 2, and kI is the i-th row of the matriz K. In
addition, the off-diagonal phase shift parameters read

Ay = —In Ay (12)

Proof. See Appendix C. O

Ezample 3 (Two-soliton solution). Taking g = 2, the theta-function (6) reads
O =1+ ePt + eP?2 + Ajgefrte2,

After some algebraic manipulations[1] we find that the function U = L[O] can
be written as

U(p1,92) = e ? (2 Ao (N(k:l) cosh(pg + In \/A—lz)
+ N (k2) cosh(¢1 + In \/A—u)) (13)
N (k1 — ko) + AN (k1 + k)

76



where
, 1 1
O = \/§COSh 5(()01 — (pg) + v/2A15 cosh 5(()01 + Y2 + In Alg). (14)

If we require that the rows of K satisfy P(k1) =0, P(k2) = 0 (the dispersion
relations), P(k1 + k2)P(k1 — k2) < 0 (the boundness condition), and the
coefficient A;9 is found as

A9 = —P(k1 — kg)/P(kl + kg)
then the genus 2 soliton solution of the KdV type equation K[u] = 0 is
u(z,y,t) = Uiz + v1y + wit, pox + voy + wat).

The special cases P(k; + k2) = 0 and P(k; — k2) = 0 lead to a trivial solution
and a resonant soliton solution (see also [20, 21, 3]), respectively, as shown in
[1].

The following Corollary is well-known (see e.g. [13, 11]) but given here for
the completeness of the following discussion.

Corollary 1. Fvery KdV type equation supports genus 1 and 2 soliton solu-
tions.

Proof. See examples 2 and 3. O

Remark 3. There exist KAV type equations that support also genus 3 and
more soliton solutions. For example, the classical KAV equation [19] and the
KP equation [22]. For those equations all Hirota conditions (11) are trivial if
the dispersion relations (8) and relations for A;; (9) are fulfilled. KdV type
equations for which all Hirota conditions are trivial for arbitrary genus g are
said to support multi-soliton solutions. In addition, it is conjectured that such
equations are completely integrable [11].

However, there also exist KdV type equations (e.g. the 2D Boussinesq
equation [23]) for which Hirota conditions (11) are nontrivial and some addi-
tional constraints are provided for the matrix K. Such equations are said to
not support multi-soliton solutions. We note that this does not mean that such
equations do not have multi-soliton solutions (as often mistakenly assumed)
— one cannot just vary the parameters of individual solitons arbitrarily, and
the physical meaning of nontrivial Hirota conditions is unclear (as opposite to
dispersion relations).

4 Decomposition of KdV multi-soliton solution

This section holds the main result of this paper. In particular, we introduce a
novel decomposition of KdV multi-soliton solutions that will be used for de-
scribing multi-soliton interactions. We proceed as follows. First, we illustrate
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the main idea for the simplest and yet nontrivial case. Then we present the
main theorem with a consequent proposition that proves the usefulness and
sensibility of the result. Finally, we attach the result with an interpretation
for multi-soliton interactions.

Let us first consider the simplest soliton interaction that is described by
a two-soliton solution. It is shown in [1] that a two-soliton solution can be
written as a superposition of two solitons and an interaction soliton:

U=514+ 5+ Si2,

respectively, where all terms are functions of (p1,¢2). When two solitons
interact, they will undergo a phase shift. So, the terms S; and S contain
initial single solitons [1]:

Ui(p1) = lim  Si(p1,02),  Ua(p2) = lim  Sa(p1,p2),
(p2——00 p1——00
and their shifted counterparts:
Ul(pr — Ar2) = lim  Si(e1,02), Us(pz —A12) = lim  Sa(p1, p2),
p2—+00 p1—+00

respectively, where Uy, Us denote one-soliton solutions representing the cor-
responding single solitons. As shown in [1], the leftover term Si2 contributes
to the two-soliton solution only in the interaction region where it connects the
single solitons and their shifted counterparts. The interaction soliton S12 has
a soliton-like profile but only locally — far from the interaction region the
interaction soliton vanishes:

lim Slg((pl, (pg) =0.
pi—Eo0

In the following we extend this description of two-soliton interactions for
multi-soliton interactions. We start by decomposing multi-soliton solutions in
the same way. For that we need the following definitions and auxiliary results:

Definition 5 (Equivalent theta-functions). Functions © and ©’ are called
the equivalent theta-functions iff L[©] = L[O'].

Propositon 4.1. Functions © and e 0O are the equivalent theta-functions.
Proof. Follows directly from Proposition B.1. U

Notation (Negation operator™). For every a € {0, 1}9 we define & = i—a,
where 4 € {1}9 such that i7i = g.

Propositon 4.2. Functions © in (6) and

L (a—a)To+InA, o/ Ava
@’ — E Z AK(Q)AK(&) cosh 5 () (&) (15)

ac{0,1}9

are the equivalent theta-functions provided that they share the same set of
coefficients Ay (-
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Proof. See Appendix D. O
Next, we present the central theorem of this paper.

Theorem 4.1 (Decomposition of KdV multi-soliton solution). IfU is
a genus g soliton solution of a KdV type equation as given in Theorem 3.1
then it can be written as a superposition:

U= Z Sk(B)s (16)

Be{0,1}9
where
—1 NT
SK(B) = 2@/2 Z \/AK(Q)AK(&)AN(OL’)AR(&’)N((Q — ) K)
a,0’e{0,1}9
|a—a|ew=P
1. Aol
_ =N\T L k(o) “tk(al)
x cosh((a — &) ¢ + 5 In 714%(&)14%(&/))7 (17)
O’ is defined by (15), and | - |ew = (|1 |,---,| ¢ |)T denotes the element-wise

absolute value operation. In particular, Sy =0 for all g.
Proof. To obtain the representation (16), we use the following identity
2N (DY) cosh(a”p + o) - cosh(e/ o + )

= N((a — &)TK) cosh((a + ') ' + ¢ + ©))
+N((a+ )T K) cosh((a — ') + p — )

that can be easily checked using Corollary A.2. Let us find

1
N(Dg)@’ . = 1 Z \/An(a)AH(&)An(o/)AH(&/)
a,a’e{0,1}9
Ao Arior
x <N((a - a)TK) cosh((a — &) o+ %ln #Aﬁiiz
R(& K(ax
An(e) Anar) )

1
+N(( — &) K) cosh((a — &) o + = In
2 Ay Anar)

After splitting this sum into two sums over the terms in the parenthesis and
changing the summation order in the second sum by the replacement o’ — &'
(as a result of the two sums become identical), we obtain

1
N(DL)®' -6 = 5 > \/Afi(a)AH(&)AH(a’)AH(&/)N((a - a)'K)
a,a’e{0,1}9
1. A An(e)

xcosh((a—d’)Tcp+§lnA 0

).

&)
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Collecting the terms in this result according to the condition |a — @/|¢y, = B
and dividing it by ©’%, we obtain Sy (@) as defined in the superposition (16).
Sp = 0 follows from the fact that IV is a Hirota polynomial. O

Ezample 4 (Decomposition of KdV one-soliton solutions). Taking g = 1, we
have a trivial decomposition (cf. example 2):
N N
(ﬂ17V17W1) (u17V1’w1)SeCh2ﬂ-

U - S = =
! 2 cosh? -"‘;—1 2 2

Ezample 5 (Decomposition of KdV two-soliton solutions). Taking g = 2, the
theta-function in (15) reads (14) and the terms of the corresponding decom-
position are (cf. example 3):

2v/A12N (p1,v1,w1)

S1(p1,92) = o7 cosh(pz +1n/Aj2), (18)
2/ A1aN (o, v, w
Solergn) = DML (o), (19)
1
S12(p1,02) = @(N(Ml — p2, V1 — Vo, w] — w)
+  ApN(p + p2, v+ v, wi + wo)). (20)

The following result shows that the decomposition (16) is indeed “inter-
ference free”, that is, the supporting regions of its terms are pair-wisely non-
inclusive, and consequently, each term represents an unique part of the multi-
soliton solution. Therefore, the decomposition (16) forms a suitable basis for
describing multi-soliton interactions.

Propositon 4.3 (Asymptotic behavior of S, g)). If Syg), B € {0,1}7,
are the terms of the decomposition of the KdV multi-soliton solution as given
in (17) then the following equations hold:

<pi1—i>niloo Sep@ = 0, whenever 3; = 1, (21)
: iy —  cl) i : _

lim Sua)e) = S (0¥ —A)ifgi=0, (23)

p;—+o0 (BY)
where i =1,...,9, SO(Z) = (901’ s a@i*lagpi{rl,' . 7909)T

Bl = (B1y-ey Bic1, Bik1s - - - ,ﬂg)T, and S,(:()ﬁ(“) are the terms of the decompo-

)

sition for U® = limy,_,_o U.
Proof. See Appendix E. O

For interpreting the main result, we introduce the following notation.
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Notation (Solitons and interaction solitons). The terms in the decom-
position (16) that do not vanish in the limit process over (g—1) phase variables
approaching to infinity, are called the soliton terms. All other terms are called
the interaction soliton terms.

Using the properties (21)-(23), it is easy to see that Sy (g) is a soliton term
only if 378 = 1. For instance,

N . .
lim Silp) = Ui(pi) = (kZ)SGChQﬁ, (24)
pj——00 2 2

Je{Lgh\ (i}
g

w.lirﬂoo Si(p) = Uilpi — Z Aij), (25)
y ,

JE{Lng N} i

where we have denoted U; = Si({l""’g}\{i}). All interaction soliton terms vanish:

lim Sk =0, whenever 378 > 1.

pj——00
Je{l,..gi\{i}
Remark 4 (Interpretation of multi-soliton decomposition). To interpret the
decomposition of multi-soliton solution, we proceed from the following state-
ment:

Interaction of two solitons (of any kind) involves an interaction
soliton that connects the two solitons and their shifted counter-
parts.

This statement is shown to hold for two-soliton interactions in [1].

Now, in the interactions with more than two solitons, interactions between
solitons (with 373 = 1) and interaction solitons (say, with 878 = 2) are
possible (e.g. the third soliton interacting with the interaction soliton of the
first and second soliton). This interaction introduces a new interaction soliton
(with BrB = 3), that is, in addition to interaction solitons from the pairwise
interactions of solitons. New interaction solitons (say, with BB = 4) are
introduced from the interactions between interaction solitons (e.g. the inter-
action soliton of the third and fourth soliton interacting with the interaction
soliton of the first and second soliton). This description can be easily pro-
longed. The decomposition of multi-soliton solutions contains all solitons and
all possible interaction solitons.

Finally, we have

Propositon 4.4 (Amplitudes of S, g)). The amplitude of a soliton term
Si is N(k;)/2. The amplitude of an interaction soliton term S, g BB >1)
18

( lim SR(B))((% Y Ayjens)-

pj——00

jex(B) ies(B)\{5}

Proof. See Appendix F. O
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5 Conclusions

In this paper multi-soliton solutions of KdV type equations were constructed
and analyzed using Hirota bilinear formalism. We have used parallel descrip-
tion in real and phase variables, that is why some basic information is rewritten
using a suitable notation. As a result, a novel decomposition of KAV multi-
soliton solutions was introduced. This decomposition is useful for interpreting
multi-soliton interactions. According to this interpretation, a multi-soliton
solution is a superposition of solitons and interaction solitons. Interaction
solitons are soliton-like identities with a local support and they are formed in
relation with soliton interactions — the interaction solitons connect interact-
ing solitons with their shifted counterparts. Interaction solitons interact with
other solitons in the same fashion and generate new interaction solitons. Thus
the full interaction picture is always rather complicated.

Note that the introduced decomposition is different, both conceptually and
functionally, from the well-known GGKM (Gardner, Green, Kruskal, Miura)
“eigenvalue and eigenfunction” decomposition [4]. According to the GGKM
decomposition, a soliton is identified by the corresponding term in the decom-
position for all time, even during interaction [5]. This description facilitates
various formal definitions for the paths (the trajectories of centers of masses)
of single solitons so that solitons can be tracked down also in interaction re-
gions (see [6, 7] and [8, 9] for two different definitions). But note that such
definitions of soliton paths are plausible only far from interaction regions —
near or inside of an interaction region conclusions drawn can be contradictory.
For example, the authors in [7] find that during the two-soliton interaction
of the KdV (Korteweg-de Vries) equation the smaller soliton can move, for a
while, with a negative velocity, although the corresponding model describes
strictly unidirectional wave motion. The same conclusion is drawn in [9] with
the different path definition; even more drastic example is given in [10] where
it is shown that the velocities of smaller solitons (calculated as the velocities
of their center of the masses) may become infinite. These results show that
the GGKM decomposition is not well suited for describing the structure of
soliton interactions.

The results of this more or less technical study will be used in a successive
paper[24] where the geometric representation of multi-soliton interactions will
be considered in order to construct multi-soliton interaction pictures. Then
the relevance of the projection of solutions in phase variables to solutions in
real variables will explicitly show up, demonstrating the advantage of this
approach. Our further intention is to use these results for determining the ve-
locities and amplitudes of surface water waves from their interaction patterns.

82



6 Acknowledgments

The author is grateful to Professor Erik van Groesen (Enschede, The Nether-
lands) for critical reading of the manuscript and instructive guidance through-
out of this work, and Professor Jiiri Engelbrecht (Tallinn, Estonia) for contin-
uous support of this work.

Part of this research is sponsored by the Royal Netherlands Academy of
Arts and Sciences in the program for scientific cooperation The Netherlands-
Indonesia. Support from the Faculty of Mathematical Sciences of the Uni-
versity Twente is greatly appreciated. Financial support from the Estonian
Science Foundation is acknowledged (grants 2631, 4068).

Appendix A Properties of Hirota bilinear operators

Propositon A.1 (Eigenvalue problem of a Hirota bilinear operator).
If B = B(k) is a Hirota polynomial then

B(Dw)ekTersoo . ek'Ter% = Bk — k/)e(kJrk')Tﬂ?JrlPOJr‘Pf)’ (26)
where k = (u,v,w)T k' = (1/,v,0")T € R3, and ¢, ¢ € R.

Proof. Tt is sufficient to show that (26) holds for a monomial of Hirota deriva-
tives:

DanDfe;w:—l—l/y-‘rwt-l—goo . eu%-{—u’y—i—w’t-{—gpé
z My

!0 !,/ 14! /
(0r — 08y — By (01 — By e | i

x'=x
— (= 1) (v = V)" — o el ot oo

because (9 — Oy )elwTH " = (1 — " )et 1'% for example. O

Propositon A.2 (Proposition A.1 in phase variables). If B = B(k) is
a Hirota polynomial then

B(DgK)eaT‘P—HpO . ealT<P+SO6 _ B((a . a/)TK)e(a-l-a’)TCP-HOO‘f"Pf)’ (27)

where o, € RY, g, 0 € R, Dy = (Dy,, ..., Dy,)" denotes Hirota deriva-
tives with respect to phase variables @, and DZK = (KTD¢)T.

Appendix B Properties of the operator L

The following propositions illustrate two special properties of the operator L
that simplify the analysis of multi-soliton solutions considerably.
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Propositon B.1 (Gauge invariance of L). If © = O(p) is a positive
function then .
L[e™ #1t%0Q] = L[O)] (28)

for all a € RY and @ € R.
Proof. Equation (28) follows from the definition of L and equation
N(DLK)e* %0 - e2"%0 = 22" *N(DLK)© - 0. (29)

(We have taken ¢ = 0 for simplicity; otherwise it is canceled already in the
definition of L.) For proof, it is sufficient to consider (29) for a monomial of
Hirota operators:

Dgl ...D396011<P1+---+01ge0g@ e Pt tagg g
1 g

= (D — 0™+ (0, — Dy e P b0l @

p'=p
— eon(901Jrso’l)Jr---JrOAq(sangs&’g)(%1 — 0y )" - (D, — O )"0 OO'
1 : g9

p'=p
— g2o1pit 290 1 DM Q.
=e D7)+ Dyy© - O,

where we have denoted ©' = O(¢’) and used the following equation
(9, = )" P TPO(0)O () = 7 9)(D,, — 0,)"O()O ().

This equation follows from the equality (J,, — 8¢/)6“¢+0“pl@®' = 60‘(“0+‘p/)(8<p —
J,)©0’ that can be easily checked to hold. O

Propositon B.2 (lim L = Llim). If © = O(y) is a positive function such
that
3 lim ©#0 and lim 93,0 =0

p;i—Fo0 pi—Foo

for all positive integers n, then

%li)rgoo L[O] = L[(pil_l)nioO O]. (30)

Proof. Let us find

N(DIK)®-0 lim, ..o N(DLK)O -6
lim L[O] = lim (D, K) _ mptoo N(DLK)O - 6
pi—400 pi—400 02 o2

where we have denoted ©" = limy, .1 ©. Note that

@ilinﬁongi - D - --DZjG @ =Dgt- DT DY -~DZ§@’ .0
if n; = 0, and equals to 0 if n; > 0. That is, we have lim,, | N(DgK)@-@ =
N(DLK)©'-©’, and consequently, lim,, 1o L[O] = L[O'], which proves (30)
for ¢; — +o00.
Proof for the case with ¢; — —oo is identical. O
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Appendix C Proof of Theorem 3.1

We shall present the proof in two steps. First, we show that (7) follows from
the Definition 4 of multi-soliton solutions. In addition, Eq. (12) is found.
Second, we show that the conditions (8)—(11) follow if © in (6) solves the
corresponding bilinear form of the equation K[u] = 0 (in phase variables):

P(DLK)© -0 =0.

Step 1. Coefficients of the theta-function

1. For a function U = L[©] to be bounded, we require that © is a positive
function. This is satisfied if all coefficients A, ) are non-negative and
at least one of them is non-zero.

2. Since k() equals to k(a?) U {i} or k(a®) if oy = 1 or a; = 0, respec-
tively, we can write (6) in the following form

I o

0= > Ao a3 A qeume ¢,
aef{0,1}9-1 aef{0,1}9-1

(31)

where both sums are independent with respect to the phase variable ;.

3. Functions © and e~ %0 satisfy the assumptions of Proposition B.2 for
the limit processes p; — —oo and ¢; — +00, respectively. Indeed, using
the representation (31), we have

. . a®T
%1—1»H_1006 - Z Agatine 7
a®e{0,1}9-1

. — 0 OT L)
Pi — ) o P
Jim ePO = B Ao )
aef{o,1}9-1
and
lim 9760 =0, lim 9% e O =0
pi——o00 Pl pi—too P

for an arbitrary positive integer n.

4. According to Definition 4 of genus g soliton solutions, we have

lim L[O])(e®) = (_lim_L[O])(® — A;D).

pi—+00 pi——00
Using Propositions B.1 and B.2, we find

Jlim L)) = (_lim Ll 0] ()

. o i a®T o)
= (L[¢-li>m+ooe %9])(9"( )) =L Z Aﬁ(a(i))u{z‘}e v,
! aef{o,1}9-1
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(lim_ O] (e - A) = (Z[ lm_6])(e® - A)

Pi——00 pi——00
OT (oD _A,;®
=L DY Ay AT
ae{o,1}9-1
As a result, we have

—a®T A @
Ap(aufiy = Axaine A (32)

for a? € {0,1}97! and i = 1,...,g. Below we study this relation in
detail.

5. For ') = (0,...,0) Eq. (32) is A; = Aj. Without the loss of generality,
we take Ay = 1. This gives (7) for a’a < 2.

6. For ag.i) — 1 and a® a® =1 Eq. (32) reads Aj; = e~24. This gives a
formula for phase shift parameters: Eq. (12).

7. For ay) = al(f) =1 and a® o =2 Eq. (32) simplifies as follows

CAi—As
Ajki = Ajke Y ik — A]kA]ZA]“ = H Ai’j/-

i',j €{g i}
i<y’

Continuing in the same way, we find that all multi-indexed coefficients
are the products of double indexed coefficients as given in (7).

Step 2. Hirota conditions

Let P(DgK ) be the corresponding Hirota bilinear operator of the KdV
type equation K [u] = 0 and let us apply this operator to the pair of © functions
defined in (6):

P(DLK)O-0= Y AyayAcanP(DLK)e ¢ ¢
a,a’e{0,1}9
- Z An(a)An(o/)P((a - a,)TK)e(a+a/)T‘P
o,/ €{0,1}9
= . . A(erAnp-a)P((20 = B)'K) | 2%,

Be{0,1,2}9 \ ae(B-{0,1}9)n{0,1}9

where Proposition A.2 and the change of indices 8 = a + o’ were used. So,
the function © is a solution to the Hirota bilinear form P(DgK)@ - =0if
equations

> Ap(a)An(B-ay P(2 = B)TK) = 0
ac(B—{0,1}9)n{0,1}9
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hold for all B € {0,1,2}9. However, a detailed analysis shows that there are
29 independent equations for B € {0,1}9. These are the Hirota conditions in
(11). Equations (8) and (9) are the special cases of the Hirota conditions if
BT 3 equals to 1 and 2, respectively. Conditions (10) guarantee that genus g
soliton solutions U = L[O] are bounded functions if double-indexed coefficients
A;; are evaluated according to Eq. (9).

Appendix D Proof of Proposition 4.2

Let us find
1 T ~T
O=35 D Aae™ P+ Agae™ ?
ac{0,1}9
_ %ei%/z S Ayl @ T 4 A e @i/
ac{0,1}9
“\T
A . (a—a) o+InA0)/Aya
=e€ ®/ Z AH(Q)AH(&) cosh B

ac{0,1}9
_ \/§€iT¢/2@/’

where ©' is given by (15) and according to Proposition 4.1 is equivalent to the
theta-function ©.

Appendix E Proof of Proposition 4.3

First, Eq. (21) follows from the facts that limg,+o0 © ' = 0 and that the
sum in (17) is independent with respect to ¢; because §; = 1 = |a — &/|; =
(a — @'); = 0. Second, we expand the superposition (16) as follows

U= Z Sy T Su@iugiy-
Ig(i)e{()’l}gfl

Taking the limit ¢; — —oo, we obtain zero for the second term according
to (21), and we have

U(i)(‘f’(i)) = Z ( lgrjoo Sﬁ(g(i)))(‘P(i))-
BOe{01}9-1
On the other hand, a genus (g — 1) soliton solution U (@) reads
U™ = > Sua ().
B'e{0,1}9-1
Equating the right hand sides of the last two equations, we obtain (22). Sim-
ilarly, for the limit ¢; — +o00, Eq. (23) is derived.
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Appendix F Proof of Proposition 4.4

First, the amplitudes of soliton terms (with 373 = 1) are defined at the
maximum points of the corresponding single solitons. So, from (24) follows
that the amplitude of a soliton S; is N (k;)/2.

Second, we note that the maximum point of the highest order interaction
soliton term (with 878 = g) Sy() 18 at the minimum point of the theta-
function © (15) because the sum in (17) does not depend on phase variables
if 818 = ¢g. (Indeed, from |a — @’|oy =  follows that a — & = 0.) The
minimum point of the theta-function ©’ is found to be at (3 i D)=y
This point turns out to be also the center of the interaction region (e.g. for
the two-soliton solution the center of the interaction region is the maximum
point of an interaction soliton [1]).

Finally, in order to find the amplitudes of the remaining interaction soliton
terms, we use the same procedure that was used for soliton terms: (i) find a
non-vanishing limit of Sy(g) over (g — BTB) phase variables approaching to
infinity and (ii) then find the maximum point of the result. Such a non-
vanishing limit is possible only if taken over phase variables ¢; with j €

{1,...,9} \ k(B) = k(B). So, we find

¢jli>n—1c>o Sk(p) (@) = Siﬁg))@(”(ﬁ))),
J€R(B)

where /1(,6'("‘([3))) = k(#') with i € {1}#"# is used. Note that S/SZE'B))) is the
0T o

highest order interaction soliton term of the genus 873 = 4" ¢’ soliton solution.
Therefore we can use the result above obtained for the highest order interaction
solitons.
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